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Abstract

Data preprocessing is the most preliminary step to be done for high dimensional data.  
Enormous challenging issues are predominant in the preprocessing stages especially in the data 
dimensions. The high dimensional dataset in real time applications poses to be a very severe problem 
for data mining applications. This paper analyzes in detail the several factors of high dimension data 
problems. Moreover, the detailed analysis on feature subset selection techniques is the core interest 
of this paper. A detailed survey had been conducted in the feature subset selection techniques for 
classification algorithms. The final outcome of this survey is that several research gaps had been 
identified in order to solve the issues occurring in the classification algorithms sue to high dimension 
dataset. 
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Introduction:

Data preprocessing is an important and 
the most preliminary task to be accomplished 
in data mining.[18] Data mining task such as 
classification and clustering poses several 
challenges while handling high-dimensional 
data [3,4]. So the dimensionality of the data 
can be reduced by dimensionality reduction 
technique. Dimensionality reduction can be 
performed using two approaches namely 
feature extraction and feature selection [6,8-9].

Feature extraction selects new features from 
the combination of new features. Feature 
extraction algorithms include Principle 
Component Analysis(PCA), Linear 
Discriminant Analysis(LDA) and Canonical 
Correlation Analysis(CCA) [19]. Feature 
selection chooses a subset of valuable features 
from a larger dataset. Feature selection aims to 
remove the irrelevant and redundant features 
from the dataset. Feature selection process 
reduces the number of features which makes 
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the data analysis easier and minimizes storage 
requirements. The four major steps of feature 
selection are subset generation, subset 
evaluation, stopping criteria and result 
validation.[18]

The feature selection algorithms can be 
categorized as supervised, semi-supervised 
and unsupervised feature selection algorithms 
based on labelling information. In supervised 
feature selection , label information is used to 
select distinguished features. But labelling 
data is a time-consuming and costly process
[12-14]. Semi-supervised feature selection 
have a mixture of smaller labelled data and 
larger unlabelled data. This is called "small-
labelled sample problem". Unsupervised 
feature selection does not have the label 
information and hence it is harder to find the 
discriminative features. Supervised feature 
selection algorithms are further classified as 
filter, wrapper, embedded and hybrid 
methods.[17] The filter method selects the 
subset of features without the help of learning 
algorithm. This method works well for large 
number of features and their computational 
complexity is low. The wrapper method 
utilizes the predictive accuracy of 
predetermined learning algorithm to determine 
the value of the feature subsets selected. In 
this method the accuracy of learning 
algorithms is high when compared to filter 
method but the computational complexity is 
also high. The hybrid method combines both 
the filter and wrapper methods. First the filter 
method is used to select significant feature 

subsets and then the wrapper method selects 
the most promising features among the 
significant feature subsets. In the embedded 
method the feature selection process is 
included in the classifier itself. The various 
fields of research under feature selection 
includes statistical pattern recognition, 
machine learning, data mining and statistics. 
[16]. 

The major objective of this paper is to 
discuss the different feature subset algorithms
with respect to efficiency, effectiveness, subset 
size of the selected features and the 
classification accuracy. This paper is 
organized as, section 2 provides a detailed 
analysis on the different feature subset 
selection algorithms. The tabular format of the 
survey is also depicted in the same section. 
Section 3 gives the concluding remarks of this 
analysis work. 

2. Study and Analysis of Feature Subset 
Selection Algorithms

2.1 A Fast Clustering-Based Feature Subset 
Selection Algorithm for High-Dimensional 
Data.[1]

Qinbao Song et.al[2013] proposed an 
algorithm called fast clustering based feature 
selection algorithm (FAST). This algorithm 
works in two phases, where the first phase
involves the removal of irrelevant features and 
in the second phase it removes the redundant 
features by selecting the most promising 
features from different clusters. The different 
clusters are formed by constructing minimum 
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spanning tree and then partitioning the tree. 
This algorithm is very efficient and produces 
smaller subset of features when compared to 
other feature selection algorithms.

2.2  Feature selection based on class-
dependent densities for high-dimensional 
binary data. [2]

Kashif Javed et.al[2012] proposed a 
feature ranking algorithm called class-
dependent density-based feature elimination 
(CPDE) for binary data sets. This algorithm 
uses a measure called diff-criterion to 
calculate the relevance among the features. 
This measure is used to assign weight to the 
features for feature ranking and the algorithm 
uses a classifier to get the final subset. The 
framework uses two-stage feature selection 
algorithms by combining feature ranking with 
feature subset selection algorithms. The first 
stage gives the reduced initial feature subset 
with good classification accuracy and second 
stage selects the final subset with the help of 
two feature subset selection algorithms. 
However the framework does not address the 
effectiveness and efficiency of their proposed 
algorithm.

2.3 Feature Subset Selection and Ranking 
for Data dimensionality Reduction.[5]

Hua-Liang Wei et.al[2005] proposed 
Forward Orthogonal Search by Maximizing 
the Overall Dependency algorithm(FOS-
MOD) for feature selection and ranking. In 
their algorithm, the features are selected one
by one with the criteria that the selected 

features must represent the characteristics of 
the overall features. To find the dependency 
between the features squarred correlation 
function is used. The selected features are 
ranked based on the sum of error reduction 
ratio. The squarred correlation function 
addresses only the linear dependency between 
the features. The algorithm produces efficient 
and effective feature subsets but failed to 
address the subset size of the selected features.

2.4 Unsupervised feature selection using 
feature similarity.[7]

Pabitra Mitra et.al[2002] proposed an 
unsupervised feature selection algorithm to 
measure the similarity between two features 
for removing the redundant features. They 
developed a similarity measure called 
maximum information compression index to 
measure the similarity between two features in 
order to select feature relevance for feature 
selection. This measure is a linear dependency 
measure which is used to reduce the redundant 
features. The authors addressed the efficiency 
of the algorithm but the effectiveness and the 
subset size of the selected features are not 
addressed.

2.5 Feature Selection Via Discretization.[10]

          Feature selection is a dimensionality 
reduction technique to remove the irrelevant  
and redundant attributes from the data set. The 
authors developed the feature selection with a 
help of discretization technique. The algorithm 
used for discretization is chi square which 
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converts the numerical attributes to discrete 
and also removes the irrelevant and redundant 
features .The authors have done the analysis 
on three real world data sets such as Iris data, 
Breast cancer data, and Heart disease data. 
However they failed to address the 
effectiveness and subset size of selected 
features in their work.

2.6 Text clustering with feature selection 
using statistical data.[11]

Yanjun Li et.al[2008] contributed a 
supervised feature selection algorithm called 
CHIR for text clustering. This algorithm uses a 
statistical measure called chi2 and also it 
measures the dependency between the term 
and the class category to be positive or 
negative. CHIR algorithm chooses the features 
which have very effective positive dependency 
to the corresponding category. In addition to 
that the author have found a new text 
clustering algorithm called Text Clustering 
with Feature Selection(TCFS). TCFS uses 
CHIR iteratively for selection of relevant 
terms and then it performs the clustering 
process based on the selected terms. The work 
focused on improving the clustering accuracy 
but failed to address the subset size of the 
terms selected.

2.7 Efficient semi-supervised feature 
selection: constraint, relevance, and 
redundancy.[15]

Khalid Benabdeslem et.al[2014]
proposed an architecture which encompasses 

constraint selection, feature relevance and 
redundancy analysis for semi-supervised 
feature selection. Instead of class labels which 
give the prior knowledge about the data, we go 
for pair wise constraints such as must-link and 
cannot-link constraints to divide the features 
into different subsets. The constraint selection 
is done by measuring the coherence between 
the two constraints. Constraint laplacian score 
is used to select the relevant features 
Redundancy analysis is performed to eliminate 
the redundant features from the features 
selected based on maximum spanning tree
method. The algorithm proposed here focuses 
the efficiency and not the effectiveness and 
subset size of the feature selection.
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Conclusion

This paper analyzes in detail the 
various feature selection techniques used for 
classification algorithms. The major objective 
of this technique is to reduce the number of 
dataset available for data processing. The 
various research papers are identified for their 
merits and demerits. The future work of this 
paper is to develop a new feature subset 
selection technique for classification algorithm 
especially for dynamic and real time dataset. 
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