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Abstract: In world increasing number of information. This total information have become web based use of HTML files 

form-based search interfaces. The data returned to the underlying database are accessible through encoded into the result 

vigorously for internet browsing. Encoded data units that machine processable, which is useful for number of web 

applications such as web data units collection and Web comparison online shopping, this results used to be extracted out 

and set as meaningful values. In this paper, They have study method for user search with accuracy and speed. This method 

is suffered from limitations in terms search accuracy and speed. Main aim is to present the more improved and user 

satisfaction based approach for web user search goals. To present literature review different methods for user search 

methods, The present new framework and methods and the practical analysis proposed algorithms and evaluate its 

performances. 
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I. INTRODUCTION   

 In big portion of the whole web information is 

database based, i.e., for number of search engines, 

information encoded in the backed result pages relations to 

in structured databases. There type of search engines is often 

referred as Web databases (WDB). A typical result page 

backed from as Web databases has multiple web search 

result records (SRRs). A web unit is a rate of text that 

semantically represents only concept of an entity. It 

corresponds to the value of a record under an attribute. It is 

different from a unit text node which refers to a set of data 

surrounded by a pair of HTML tags. 

 Given a set of SRRs that have been extracted from 

a result page returned from as Web databases, our automatic 

annotation solution consists of three phases as illustrated. 

Let dj i denote the data unit belonging to the i
th

 SRR of 

concept j. Each SRR contains multiple data units each of 

which describes one aspect of a real-world entity.  

 There are three SRRs on a result page from a book 

WDB. Each SRR represents one book with several data 

units, e.g., the first book record has data units “Talking Back 

to the Machine: Computers and Human Aspiration,” “Peter 

J. Denning,” etc. 

 These common features are the basis of our 

annotators. In Phase 2 (the annotation phase), we introduce 

multiple basic annotators with each exploiting one type of 

features. Every basic annotator is used to produce a label for 

the units within their group holistically, and a probability 

model is adopted to determine the most appropriate label for 

each group, shows that at the end of this phase, a semantic 

label Lj is assigned to each column. 

 We generate an annotation rule Rj that describes 

how to extract the data units of this concept in the result 

page and what the appropriate semantic label should be, 

Grouping data units of the same semantic can help identify 

the common patterns and features among these text units.  

  The rules for all aligned groups, collectively, form 

the annotation wrapper for the corresponding WDB, which 

can be used to directly annotate the data retrieved from the 

same WDB in response to new queries without the need to 

perform the alignment and annotation phases again. As such, 

annotation wrappers can perform annotation quickly, which 

is essential for online applications. 

1. Simply assign labels to each HTML text node, we 

thoroughly analyze the relationships between text nodes 

and text units. 

2. We propose a clustering-based shifting technique to 

align data units into different groups so that the data 

units inside the same group have the same semantic. 

Instead of using only the DOM tree or other HTML tag 

tree structures of the SRRs to align the data units (like 

most current methods do), our approach also considers 

other important features shared among data units, such 
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as their data types (DT), data contents (DC), 

presentation styles (PS), and adjacency (AD) 

information. 

3. We utilize the integrated interface schema (IIS) over 

multiple WDBs in the same domain to enhance data unit 

annotation. We employ six basic annotators; each 

annotator can independently assign labels to data units 

based on certain features of the data units. We also 

employ a probabilistic model to combine the results 

from different annotators into a single label. This model 

is highly flexible so that the existing basic annotators 

may be modified and new annotators may be added 

easily without affecting the operation of other 

annotators. 

4. We construct an annotation wrapper for any given 

WDB. The wrapper can be applied to efficiently 

annotating the SRRs retrieved from the same WDB with 

new queries. 

 In next section II we are presenting the literature 

survey over the various methods security at data sharing 

systems. In section III, the proposed approach and its system 

block diagram is depicted. In section IV we are presenting 

the current state of implementation and results achieved. 

II. LITERATURE SURVEY 

 In the literature survey we are going to discuss 

Annotating Search Results from Web Databases: Below in 

literature we are discussing some of them. 

• A. Arasu and H. Garcia-Molina, [1] Presented an 

algorithm, E X A LG, for extracting structured data 

from a collection of web pages generated from a 

common template. E X A LG first discovers the 

unknown template that generated the pages and uses the 

discovered template to extract the data from the input 

pages. E X A LG uses two novel concepts, equivalence  

classes and differentiating roles, to discover the 

template. Our experiments on several collections of web 

pages, drawn from many well-known data rich sites, 

indicate that E X A LG is extremely good in extracting 

the data from the web pages. Another desirable feature 

of E X A LG is that it does not completely fail to extract 

any data even when some of the assumptions made by E 

X A LG are not met by the input collection. In other 

words the impact of the failed assumptions is limited to 

a few attributes 

• P. Chan and S. Stolfo [2] meta-learning as a general 

technique to combine the results of multiple learning 

algorithms each applied to a set of training data. We 

detail several Meta learning strategies for combining 

independently learned classifiers, each computed by 

different algorithms, to improve overall prediction 

accuracy. The overall resulting classifier is composed of 

the classifiers generated by the different learning 

algorithms and a meta-classifier generated by a meta-

learning strategy. The strategies described here are 

independent of the learning algorithms used. 

Preliminary experiments using different strategies and 

learning algorithms on two molecular biology sequence 

analysis data sets demonstrate encouraging results. 

Machine learning techniques are central to automated 

knowledge discovery systems and hence our approach 

can enhance the effectiveness of such systems. 

• W. Bruce Croft, [3] this survey of the experimental 

results published over the last twenty years that 

combination is a strategy that works for IR. Combining 

representations, retrieval algorithms, queries, and search 

systems produces, most of the time, better effectiveness 

than a single system. Sometimes the performance 

improvement is substantial. This approach to IR can be 

modeled as combining the output of classifiers. Given 

some assumptions, this model specifies that the best 

results will be achieved when the classifiers produce 

good probability estimates and are independent.  

• Bartell, B., Cottrell, G., and Belew, R [4] 
performance can often be improved significantly by 

using a number of different retrieval algorithms and 

combining the results, in contrast to using just a single 

retrieval algorithm. This is because different retrieval 

algorithms, or retrieval experts, often emphasize 

different document and query features when 

determining relevance and therefore retrieve different 

sets of documents. However, it is unclear how the 

different experts are to be combined, in general, to yield 

a superior overall estimate. We propose a method by 

which the relevance estimates made by different experts 

can be automatically combined to result in superior 

retrieval performance. We apply the method to two 

expert combination tasks. The applications demonstrate 

that the method can identify high performance 

combinations of experts and also is a novel means for 

determining the combined effectiveness of expert. 

• H. Elmeleegy, J. Madhavan, and A. Halevy, [5] 
Request to extract and leverage structured data on the 

We b, we considered lists as a rich source of structured 

data. We addressed the key technical challenge 

concerning lists splitting list entries into table rows. Our 
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List Extract is a completely unsupervised method and 

does not assume any domain knowledge. As such, it can 

be applied to lists on the web at large. List Extract uses 

multiple sources of information to make splitting 

decisions within a line and across lines of the list. 

 

III. PROPOSED APPROACH FRAMEWORK AND DESIGN 
3.1 Problem Definition 

  We have studied the Annotating Search Results 

from Web Databases. Now there is a high demand for 

collecting data of interest from multiple WDBs. Thus, the 

system needs to know the semantic of each data unit. 

Unfortunately, the semantic labels of data units are often not 

provided in result pages. Having semantic labels for data 

units is not only important for the above record linkage task, 

but also for storing collected SRRs into a database table for 

later analysis. Early applications require tremendous human 

efforts to annotate data units manually, which severely limit 

their scalability. 

 

Fig. 1  Proposed Architecture and Design 

          IV. IMPLEMENTATION DETAILS 

Data Content (DC): 

 The data units or text nodes with the same concept 

often share certain keywords. This is true for two reasons. 

First, the data units corresponding to the search field where 

the user enters a search condition usually contain the search 

keywords, the sample result page is returned for the search 

on the title field with keyword “machine.”  

Presentation Style (PS): 

 This feature describes how a data unit is displayed 

on a webpage. It consists of six style features: font face, font 

size, font colour, font weight, text decoration (underline, 

strike, etc.), and whether it is italic.  

Data Type (DT): 

 Each data unit has its own semantic type although it 

is just a text string in the HTML code. The following basic 

data types are currently considered in our approach: Date, 

Time, Currency, Integer, Decimal, Percentage, Symbol, and 

String. String type is further defined in All-Capitalized-

String, First- Letter-Capitalized-String, and Ordinary String. 

The data type of a composite text node is the concatenation 

of the data types of all its data units. For example, the data 

type of the text node “Premier 

Press/2002/1931841616/0.06667” in is<First-Letter-

Capitalized-String><Symbol><Integer> 

<Symbol><Integer><Symbol><Decimal>.Consecutive 

terms with the same data type are treated as a single term 

and only one of them will be kept. Each type except 

Ordinary String has certain pattern(s) so that it can be easily 

identified. The data units of the same concept or text nodes 

involving the same set of concepts usually have the same 

data type. 

Tag Path (TP): 

 A tag path of a text node is a sequence of tags 

traversing from the root of the SRR to the corresponding 

node in the tag tree. Since we use ViNTs for SRR extraction, 

we adopt the same tag path expression. Each node in the 

expression contains two parts, one is the tag name, and the 

other is the direction indicating whether the next node is the 

next sibling (denoted as “S”) or the first child (denoted as 

“C”). Text node is simply represented as <#TEXT>. For 

example, the tag path of the text node “Springer-

Verlag/1999/ 0387984135/0.06667” is 

<FORM>C<A>C<BR>S<#TEXT>S <FONT>C<T>C. An 

observation is that the tag paths of the text nodes with the 

same set of concepts have very similar tag paths, though in 

many cases, not exactly the same.  

Adjacency (AD): 

 For a given data unit d in an SRR, let dp and ds 

denote the data units immediately before and after d in the 

SRR, respectively. We refer dp and ds as more likely that d1 

and d2 also belong to the same concept. 

Data Alignment: 

Data Unit Similarity: 

The purpose of data alignment is to put the data units of 

the same concept into one group so that they can be 

annotated holistically. 

Data content similarity (SimC). 

Data type similarity (SimD). 

Tag path similarity (SimT). 

Adjacency similarity (SimA). 
 

Alignment Algorithm: 

 Our data alignment algorithm is based on the 

assumption that attributes appear in the same order across all 
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SRRs on the same result page, although the SRRs may 

contain different sets of attributes (due to missing values). 

This is true in general because the SRRs from the same 

WDB are normally generated by the same template program. 

Thus, we can conceptually consider the SRRs on a result 

page in a table format where each row represents one SRR 

and each cell holds a data unit (or empty if the data unit is 

not available). Each table column, in our work, is referred to 

as an alignment group, containing at most one data unit from 

each SRR. Our data alignment method consists of the 

following four steps. The detail of each step will be provided 

later. 

Step 1: Merge text nodes. This step detects and removes 

decorative tags from each SRR to allow the text nodes 

corresponding to the same attribute (separated by decorative 

tags) to be merged into a single text node. 

Step 2: Align text nodes. This step aligns text nodes into 

groups so that eventually each group contains the text nodes 

with the same concept (for atomic nodes) or the same set of 

concepts (for composite nodes). 

Step 3: Split (composite) text nodes. This step aims to split 

the “values” in composite text nodes into individual data 

units. This step is carried out based on the text nodes in the 

same group holistically. A group whose “values” need to be 

split is called a composite group. 

Step 4: Align data units. This step is to separate each 

composite group into multiple aligned groups with each 

containing the data units of the same concept. 

1) Record extraction identifies the QRRs in a query result 

page which involve the following sub steps: data region 

identification, buffering, semantic extraction and the 

segmentation step.  

2) Record Alignment where the data values for the same 

attribute are aligned and put in to the same column of the 

table. 

Comparing with the existing technique , new CTVS 

improves the data extraction accuracy in 2 ways:  

  1) Optional labelling is the technique by which the 

problem of elimination of optional attribute that appears as 

the start node in a data region, as auxiliary information is 

eliminated. This is incorporated in the record extraction 

step.  

2) Dynamic tagging is the other improvement. The existing 

system uses static tagging which results in less accurate 

results. The dynamic tagging uses the semantic data 

extraction concept. In the static tagging only the attributes 

and values recorded in prior can be used.  

 

Wrappers are used to extract search result records from the 

result pages that are dynamically generated by search 

engines. Wrapper building consists of various sub processes 

such as identifying the candidate search result 

records(SRRs), finding the tag paths of records, wrapper 

format hypothesis, initial building, refining, selection of 

wrappers and wrapper integration. Each path node pn 

consists of two components, the tag name and the direction. 

If the next node following the pn on the path is the next 

sibling of pn then it is indicated by ‘S’, and if the first child 

of pn, then it is indicated by ‘c’. 

DOM TREE: 

Input: P: a web page  

R: a set of semantic roles for a given domain, each of which 

has a set of keywords Kr used to annotate the leaf nodes 

with the semantic role r  

Hd: a threshold used to identify the data- rich nodes  

Hl : a threshold used to identify the list nodes  

Output: V: a set of attribute-value pairs of records 

Begin  

1: Deletes the bad HTML tags and syntactical errors in P and    

turns the body of P into a DOM tree, T.  

2: Discard HTML attributes and representation tags, such as      

b, i and font, from T 

3: for each leaf node i in T do  

4: if the content of i matches any keyword in Kr then  

5: annotate i with the semantic role r 

6: if the content of i does not match any keyword then 

7: annotate i with the unidentified role  

8: if i is annotated with d (d > 1) semantic roles then 

9: separate i into d nodes, and annotate d nodes with their 

corresponding semantic roles  

10: traverse T in a breadth-first way, and sort all non-leaf 

nodes of T in the reverse order of the traversal sequence  

11: for each non-leaf node j in T do 

12: calculate the structural-semantic entropy ej for j 

13: if ej > = Hd and j has a greater structural-semantic 

entropy than all its descendant nodes then 

14: j is a data-rich node, and makes its entire descendant 

nodes non data-rich node.  

15: if Hl < = ej < Hd and j is the common parent node of the 

sibling nodes that have the same nonzero values of 

structural-semantic entropy then  

16: j is a list node  

17: if any structural-semantic entropy of the sibling nodes is 

less than Hd then  

18: j is a link offer node  

19: for each data-rich node m do 
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20: for each leaf node n of m that is annotated with a 

semantic role do 

21: extract a value for the semantic role (if the regular 

expression for matching value is defined, the value should 

be tested) and associate the value with the corresponding 

attribute  

22: insert the attribute-value pairs of a record into V  

23: return V end {DE-SSE} 

CTVS Algorithm: 

Input: Query Result Record, R  

Output: Extracted Data, E  

  1. Input Query  

  2. From the available links find the keywords  

  3. Store the information to a database  

  4. Perform structure analysis  

  5. Extract tags from the link  

  6. Store them to a temporary file  

  7. Match the attributes Identify the data regions  

  8. Segment the records Temp Containing optional data  

      QRR Actual records  

  9. Merge QRRs  

10. If the result not found then go for semantic extraction  

11. Repeat step 5  

12. Final Result section is identified  

QRR Extraction: 

 Given a query result page, the Tag Tree Construction 

module first constructs a tag tree for the page rooted in the 

<HTML> tag. Each node represents a tag in the HTML page 

and its children are tags enclosed inside it. Each internal 

node n of the tag tree has a tag string tsn, which includes the 

tags of n and all tags of n’s descendants, and a tag path tpn, 

which includes the tags from the root to n. Next, the Data 

Region Identification module identifies all possible data 

regions, which usually contain dynamically generated data, 

top down starting from the root node. The Record 

Segmentation module then segments the identified data 

regions into data records according to the tag patterns in the 

data regions.  

ART (Adaptive Resonance Theory) Algorithm 
ART can learn arbitrary input patterns in a stable, fast, and 

self-organizing way, thus, overcoming the effect of learning 

instability that plagues many other competitive dataset. 

Algorithm  
1. Read All Data and set No Cluster. 
2. Tokenized All Data. 
3. Let i=input token 

i. j=Next data token. 

ii. i. Token==j. Data Token.  

iii. If find More Close Neighborhood Add To 

Token Index 

4. Update Token and goto 3. 

5. Otherwise I=Next Token Select and goto 3. 

Combining Annotators: 

Our analysis indicates that no single annotator is capable 

of fully labelling all the data units on different result pages. 

The applicability of an annotator is the percentage of the 

attributes to which the annotator can be applied. For 

example, if out of 10 attributes, four appear in tables, then 

the applicability of the table annotator is 40 precents shows 

the average applicability of each basic annotator across all 

testing domains in our data set.  

Annotation Wrapper: 

Once the data units on a result page have been annotated, 

we use these annotated data units to construct an annotation 

wrapper for the WDB so that the new SRRs retrieved from 

the same WDB can be annotated using this wrapper quickly 

without reapplying the entire annotation process.  

Work Done  
In this section we are presenting practical environment. 

 

Fig. 2 Shown all Data Records 

 

                Fig. 3 Show Cluster 

    Hardware and Software Used 
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Hardware Configuration 

  - Processor - Pentium –IV 

  - Speed - 1.1 GHz 

  - RAM - 256 MB (min) 

  - Hard Disk - 20 GB 

  - Key Board - Standard Windows Keyboard 

  - Monitor - SVGA 

Software Configuration 

 - Operating System: Windows XP/7/8 

 - Programming Language: C#.Net 

 - DATABASE: SQL Server 2008 

     - Tool: MS Visual Studio 2010 

 

V. RESULTS 

 

Fig. 4 Performance Result 

 

Fig. 5 Clustering Chart 

VI. CONCLUSION 

  In this project, the data annotation problem 

and proposed a multi annotator approach to 

automatically constructing an annotation wrapper for 

annotating the search result records retrieved from any 

given web database. In proposed system we used 

Combining Tag and Value Similarity (CTVS), to extract 

the SRRs from a query result page p.Here, we have 

demonstrated that the method can identify high 

performance combinations of experts and also is a novel 

means for determining the combined effectiveness of 

expert. 
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