ISSN 2394-3777 (Print)
ISSN 2394-3785 (Online)
Available online at www.ijartet.com

&

B ; International Journal o f Advanced Research Trends in Engineering and Techn  ology (IJARTET)
2~ \/ol. 2, Issue 6, June 2015

FPGA Implementation of Successive
Cancellation Polar Decoder Architecture

R.Sornalatha A.Muthumanicckam, L.Vijayprabakaran
Assistant Professor, Dept. of ECE, ShanmuganathgmEgering College, Pudukkottai

Assistant Professor, Dept. of ECE, ShanmuganathgmBering College, Pudukkottai
UG Scholar, Dept. of ECE, Shanmuganathan Enging&ollege, Pudukkottai

Abstract: Nowadays polar codes are becoming one of the naastufable capacity achieving Error Correction Codes
(ECC) for their simple low encoding and decodingptexity, have received much attention in recerirgethey probably
achieve the theoretical capacity of discrete metess/channels using-the low complexity successarea@lation (SC)
decoding algorithm. However, among the very fewoipsuccessive cancellation polar decoder desitpestequired long
code length makes the decoding latency high. A®w polar decoder, referred to as 2b-SC-Precomputatecoder,
reduce the latency from (2n-1) to ((3n/4)-1) withgerformance loss. Furthermore, in our method,dbeoding latency
decreases rapidly with increasing throughput. Sicamt latency and throughput reductions are shbysimulation results
and also report synthesis results for ASIC.

Keywords: Error Correction Codes (ECC), Successive CarngallgSC), polar decoder, precomputation.

I. INTRODUCTION

Polar codes, as the first provable capacity- Il. PROPOSED SYSTEM
achieving codes over binary-input discrete memaes/le
channel (B-DMC) [1], have received significant atten TR ——
among various forward error correction (FEC) codage to o
their explicit structure and low-complexit:
encoding/decoding scheme, polar codes have emeaage 4:
one of the most important codes in coding theoxy.date, it
many efforts have addressed several theoreticactsmpf
polar codes [2]-[9]. However, with the exception[®0]-
[14], [19], not many publications have consideried YLSI
design of polar decoders. In [10], an' FPGA impletagon
of polar decoder based on the Belief-propagatio) I
algorithm was reported. Although BP decoder hasqudar
advantages in parallel design, due to the requinémidarge
number of processing elements (PEs), the BP dedsdt LL(7.0)
attractive for practical applications. In [11], [12[19], \
successive cancellation (SC) polar decoders wersepted. “EO
These low-complexity architectures are suitable dogea- Fig 1: Polar Decoder Architecture
stringent applications; however, due to the inhesarial The F node and g node are used to calculate the
nature of the SC algorithm, these SC decodersfalit due propagated LLR values. Here S2C is the block teafopms
to long latency and low throughput. In [13], [14], pre- the conversion from sign-magnitude form to 2’s ctengent
computation scheme was applied to the SC algorittinich form, while C2S unit carries out the inverse cosiar.
succeeded in reducing the overall latency fromZpin (n- Additionally, adder and subtractor are employedaoy out
1). However, considering the penalty of increasatiware, addition and subtraction between the two inputealy, at
the SC-Precomputation decoder does not show signifithe output end of the PEpntrol signal is used to determine
improvement with respect to hardware efficiency. the output as LLR (a) or LLR(b) ,which is propaghte the

next stage.
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A - " 4 yop— rozent
s shown in Fig. 2, nodes are used in stage-1 , N el
and nodes are used in other stages to calculate oy frozen?
propagated LLR values. For simplicity of hardwaesign, |LLRd)|
the functions of and nodes are always implemented -

unified processing elements (PEs) [11], [12]. Rigand 3
shows the architecture of this PE based on the L&iRion
of (16) and (23) with min-sum approximation. Her2CSis
the block that performs the conversion from sigrgniude
form to 2's complement form, while C2S unit carr@s the
inverse conversion. Additionally, adder and sulibm@re
employed to carry out addition and subtraction leetwthe
two inputs.

- QC J‘ Adder Jd 028 Fig 4: P-node architecture

Il. E XPERIMENTAL RESULTS
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3.1 Simulation Results
ModelSim tool is used to simulate the polar codes

[k | whether it is suitable or not then this tool isdise all the
—) s Subtractr ¢ digital circuits. Run the polar codes and then Ifeeawe
Usnm check the operation of polar encoder. In this sectiwe

consider the computational complexity of the SCodifng
Fﬂgarithm. In this section, three hardware architexs of the
new 2b-SC algorithm are presented. According toSithe
overall 2b-SC decoder mainly consists of three dypé
processing nodes; g and p nodes. Besides these nodes, a
Bimple partial sum generator (PSG) is also needed t
g?nerate partial surg,,. Since PSG block is similar to
polar encoder with simple architecture, therefonethis
section we focus on the architecturesf,of and p nodes.
Here, Wna1 and y,, are output data.

Fig 3: g-node architecture

The decision scheme in node has been descr
based on the LLR representation. To implementitetion,
a straightforward approach is to employ a sortiinguét and
a signed adder. However, this method is too comatekis
not hardware-efficient. After careful examinationf
Scheme-A, we observe that the node can be implete
with a very simple method, which is described dewe
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Fig 5: Result of polar decoder
3.2. Synthesized Report

Synthesis report gives the efficient usage of numoe

of flip-flops used and bonded 10Bs, number of dicesed
GCLKs and register used. Additionally, in order

demonstrate the advantage of the proposed aralmésctwe
have implemented our designs for polar (1024, Siitje
with Verilog HDL. Here tree-based 2b- SC- Precorafioh
architecture is selected for implementation.

., Totalpower
consumption

—— Total Delay

Fig 7: Latency Report
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3.3.Performance Analysis
In this section, we analyze hardware performance
of the proposed 2b- SC architectures and compera thith
the state-of-the-art designs. Table 1 lists theéh®sis results
of reported polar (1024, 512) SC decoders.

Performance | Proposed | BoVYuanet | C.Lerowxet | A Mishraet
Parameters al [2014] al J2013] al [2012]
Latency 12.719ns 76.Tns 208ns 136ns
Throughput | 13Mb/sec | 148Mbsec | 0.83Mblsec | 1.07Mb/sec

Power §imW
Consumption

Table 1: Performance analysis

to IV. CoNcLUSION AND FUTURE WORK

In this paper, a novel reformulation for the last
stage of the SC decoding is proposed. Based on this
reformulation, a reduced- latency 2b-SC decodiggréthm
is presented. In-addition, with the use of overtapp
scheduling and precomputation approaches, the degod
latency of 2b-SC design is further reduced and also
increased the throughput. It is shown that by this
modification, significant latency and complexitydtetions
are achieved with no sacrifice in error performance
Comparison results have shown that the proposed
architectures turn out to be very attractive foaldtéme
applications. Polar coding is a recently discoveceding
techniqgue which is capable of achieving the symimetr
capacity of binary discrete memoryless channelss paper
focuses on developing approaches for designinglédency
low-complexity channel decoder architectures fordero
communication systems. Decoding latency (or thrpugh
and hardware complexity are the two main focusegotdir
decoder design. In the future, it could like toesxt my
work in the following blocks in polar decoder ateltiture.
First, two-stage estimator architecture will beaducing in
polar decoder architecture which cancels the mudter
interference and reduce the time consumption. Skquath
decorrelator architecture will be designing, thas i
introducing between the p node and destination aérp
decoder in communication system, which can be used
reduce the error in signal, power consumption atehcy.
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