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Abstract: A leading cause of high mortality rate in women above 40 years is the breast cancer. The above, combined with 

the fact that women have inhibition in undergoing a mammogram scan, increases the problem manifold. The method 

currently available for the early detection of breast cancer is screening mammography. The screening method if 

supplemented with computer aided diagnosis is very effective in early detection of breast cancer and its cure. The project 

proposes such an effective computer aided diagnosis technique using GAPSO-KNN approach, wherein the Region Of 

Interest is classified as mass and normal breast tissue regions. Reference data set has been collected from MIAS-mini 

mammographic database, LBP of each ROI is found from which twenty two features are extracted using Gray Level Co-

occurrence Matrix. GAPSO is used for searching the best feature set and KNN classifier for classification. 
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I. INTRODUCTION 

 Incidence of breast cancer in India is on the rise and 

is rapidly becoming the number one cancer in females 

pushing the cervical cancer to the second spot [1]. In India, 

the death toll due to the breast cancer is increasing at a rapid 

pace [2].This warrants for early detection and diagnosis. 

Controlling the breast cancer has been a major challenge in 

India especially in case of marginalized women. Breast 

cancer is the most common diagnosed malignancy in women 

worldwide (22%) and in India (18.5%) it ranks second to 

cervical cancer.   

 The burden of breast cancer is increasing in both 

developed and developing countries; the peak occurrence of 

breast cancer in developed countries is above the age of 50 

whereas in India it is above the age of 40 [4]. In India the 

age standardized incidence rate of breast cancer varies from 

9 to 32 per 1, 00,000 women. To generate the reliable data 

on magnitude and pattern of cancer, India started National 

cancer registry program in 1981 [5]. Up to 2003 the program 

comprised of six population based cancer registry and one 

registry serving rural area covering the total population of 

35.7 million (only 3.5% of the Indian total population) [6] 

and an increasing trend in incidence is reported from various 

registries of national cancer registry project and now India is 

a country with largest estimated number of breast cancer 

deaths worldwide [9]. 

 Early detection and appropriate treatment of breast 

cancer can significantly increase the chances of survival. 

They have also shown that early detection of small lesions 

boosts prognosis and leads to a significant reduction in 

mortality. Mammography is in this case the best diagnostic 

technique for screening. , the interpretation of mammograms 

is not easy because of small differences in densities of 

different tissues within the image. This is especially true for 

dense breasts. An automatic early detection of breast cancer 

by analyzing mammographic images can ease this process. 

This analysis could provide radiologists a better 

understanding of stereotypes and provides, if it is detected at 

an early stage, a better prognosis inducing a significant 

decrease in mortality. 

 Evolutionary computation techniques like Genetic 

algorithms (GAs) and particle swarm optimization (PSO) 

have been used in feature selection due to their global search 

ability. PSO is easier to implement, computationally 
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less expensive and can converge quickly [3]. The drawback 

of PSO is that the swarm may prematurely converge [7]  

Another reason is the fast rate of information flow between 

particles, resulting in the creation of similar particles, 

leading to loss in diversity that increases the possibility of 

being trapped in local optima [8]. 

 Recently, a hybrid algorithm called GAPSO 

(Genetic algorithm based Particle swarm optimization) is 

being used as a feature selection method and has proven to 

give better results than standard PSO based on benchmark 

functions. The purpose of this paper is to use the hybrid 

GAPSO approach to select the significant texture features 

from ROI. The KNN classifier is then trained using the 

training set of images. The trained KNN classifier is then 

used to classify between normal and abnormal breast tissue. 

 

Figure1. Workflow of the GAPSO based breast mass classification 

 The main objective is to show that a small number of 

significant GLCM based texture features found by GAPSO-

KNN feature selection can have better or comparable 

performance in classification accuracy when compared to 

the full set of features or other existing mass classification 

methods.  

II. GENERIC FLOW OF MAMMOGRAM IMAGE PROCESSING 

 The general of processing a mammogram image is 

shown in Figure 2.  It summarizes a few methods currently 

available for mammogram image processing. 

 

Figure2.Generic flow of mammogram image processing 

 

The images are obtained from the mini MIAS database 

and the ROI are manually segmented. Local Binary Pattern 

is used as a preprocessing step followed by GLCM feature 

extraction. The features are selected using a hybrid GAPSO-

KNN approach and are classified into normal and abnormal 

mass. 

III. MIAS DATABASE 

 The mammogram images were obtained from the 

mini MIAS-Mammographic Image Analysis Society 

database [12]. Every image is of 1024 pixels x 1024 pixels 

dimension. 

The database has the following details 

1. MIAS database reference number 

2. Class of abnormality present 

3. Severity of abnormality; 

4. (X,Y) image-coordinates of centre of abnormality 

5. Approximate radius (in pixels) of a circle enclosing 

the abnormality. 

 Figure 3 shows a normal and abnormal image 

obtained from the Mini MIAS database. The abnormality 

can be CALC – Calcification, CIRC - Well-

defined/circumscribed masses, SPIC - Spiculated masses, 

MISC - Other, ill-defined masses, ARCH - Architectural 

distortion, ASYM – Asymmetry, NORM – Normal. 

  

(a) (b) 

Figure 3. Images obtained from Mini MIAS database. 

(a)normal(mdb001.pgm) (b) abnormal(mdb005.pgm) 
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IV. SEGMENTATION AND PREPROCESSING 

A. Segmentation  

  The ROIs of the mammograms are manually 

segmented using the description of image for abnormal 

(presence of tumor) patients. For normal mammograms, the 

ROI is randomly selected. Figure 4 shows the segmented 

ROI of normal and abnormal images shown in figure 3. 

  

(a) (b) 

Figure 3: ROI segmented from mammograms. 

(a)normal(mdb001.pgm) (b) abnormal(mdb005.pgm) 

 

B. Preprocessing 

  Before extracting the features from the ROI, a 

Local Binary Pattern (LBP) texture operator is used to 

highlight the textural features. LBP is an illumination 

invariant texture feature that is computed separately for 

every image pixel [13]. The Local Binary Pattern (LBP) 

texture operator is shown in Figure 5. The original 3x3 

neighborhood is thresholded by the value of the center pixel. 

The values of the pixels in the thresholded neighborhood are 

multiplied by the weights given to the corresponding pixels. 

Finally, the values of the eight pixels are summed to obtain 

the LBP number for this neighborhood. In rotation invariant 

classification, it is advantageous to interpolate the values of 

the corner pixels in order to obtain a circular sampling of the 

neighborhood. 

 

Figure 5: Example of basic LBP operator 

  

(a) (b) 

Figure 6: LBP applied to ROI. (a)normal(mdb001.pgm) 

(b)abnormal(mdb005.pgm) 

Figure 6 shows LBP operator applied to ROI shown in figure 3 

V. FEATURE EXTRACTION USING GLCM 

 The texture features are extracted from the 

segmented ROI using Gray Level Co-occurrence Matrix 

method (GLCM) method. GLCM is the texture feature was 

proposed by Haralick et al in the 1970s [18]. It is well-

established robust statistical tool for extracting secondary-

order of texture information from image. The GLCM 

presents the joint frequencies of all pair-wise combinations 

of gray levels i and j in a specified direction θ and specified 

distance d from each other. The GLCM can be defined by 

equation (1) as where (x1, y1) and (x2, y2) are pixels in the 

ROI, I(·) is gray-level of pixels, and ⋅ is the number of the 

pixel pairs that satisfy the conditions. Given by equation, 

 

 

 

(1) 

 Each co-occurrence matrix is normalized by sum of 

all elements in matrix. Finally twenty two features are 

generated from each matrix. The features studied are 

autocorrelation, contrast, correlation I, correlation II, cluster 

prominence, cluster shade, dissimilarity, energy, entropy, 

homogeneity I, homogeneity II, maximum probability, sum 

of squares, sum average, sum entropy, sum variance, 

difference variance, difference entropy, information measure 

of correlation I, information measure of correlation II, 

inverse difference normalized and inverse difference 

moment normalized [14]. 
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VI. FEATURE SELECTION USING GAPSO 

 The best feature subset is to be selected from the 

extracted features. Genetic algorithms (GAs) and particle 

swarm optimization (PSO) are population based heuristic 

search algorithms that have been used in feature selection. 

When compared to GA, PSO is easier to implement, and 

computationally less expensive and can converge quickly. 

Many PSO based feature selection techniques have been 

used with machine learning datasets. Recently the 

classification of mammogram micro-calcifications is done 

using PSO based feature selection methods. The use of PSO 

based feature selection in mammogram mass classification is 

rare. A hybrid approach called GA-PSO is expected to have 

merits of PSO with those of GA. To prevent the premature 

convergence, position update of the global best particles is 

changed. By applying crossover operation, information can 

be swapped between two particles to have the ability to fly 

to the new search area. The purpose of applying mutation to 

PSO is to increase the diversity of the population and the 

ability to have the PSO to avoid the local minima [18]. 

 

Figure 7: Workflow of hybrid GA-PSO algorithm 

The working of the GA-PSO algorithm is shown in 

figure 7. The fitness values of individuals in the current 

population are found [19].  

Enhancement: In each generation, after the fitness values 

of all the individuals in the population are calculated, the 

top-half best performing ones are marked. These individuals 

are regarded as elites. Instead of reproducing the elites 

directly to the next generation as elite GAs do, we first 

enhance the elites. The enhancement operation tries to 

mimic the maturing phenomenon in nature, where 

individuals will become more suitable to the environment 

after acquiring knowledge from the society. Furthermore, by 

using these enhanced elites as parents, the generated 

offspring will achieve better performance than those bred by 

original elites. The enhancement of the elites is performed 

by the velocity and position update procedures in PSO. 

Selection: In GAPSO, the GA operations are performed 

on the enhanced elites achieved by PSO. In order to select 

parents for the crossover operation, the tournament selection 

scheme is used. Two enhanced elites are selected randomly, 

and their fitness values are compared to select the one with 

better fitness as a parent and place it in the mating pool. This 

scheme is used as the selection operator in the GA as well. 

Crossover: Parents are selected randomly from the 

mating pool in groups of two and two offspring are created 

by performing crossover on the parent solutions. 

Mutation: The final genetic operator is The ROIs are 

divided into three equal sets. Two sets are used as a training 

set and the remaining set as a test set. Feature selection by 

GAPSO is done using the training set only.  
 Then only the significant features obtained from 

feature selection are used to train the K-Nearest Neighbor 

(KNN) classifier, using the training set only. The trained 

classifier is then used to classify the test set, using the 

significant features only. The above process is repeated by 

using another set of data as a test set and the other two sets 

as a training set. Every ROI is used in the test set once only. 

The average classification accuracy of the three test sets is 

calculated. In GAPSO-KNN based feature selection, KNN is 

used to evaluate the feature subset in the training set. The 

classification accuracy of the feature subset on the training 

set is evaluated using KNN. 

VII. RESULTS AND DISCUSSION 

 In TABLE I, classification accuracy is defined as 

the number of correctly classified samples (to the class mass 

or non-mass) in the test set divided by the number of 

samples in the test set. The average number of features in the 

table is the average of the number of significant features 

found in the three different training set partitions 

TABLE I. COMPARISON OF VARIOUS FEATURE 

SELECTION METHODS 

Feature 

selection 

method 

Average 

Number 

of features 

Average classification 

accuracy (%) in test 

set 
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All features: No 

feature selection 

18 79.71 

GAPSO + KNN 6 86.81 

PSO+KNN 6.3 81.16 

Genetic 

algorithm+ KNN 

6 82.07 

 From TABLE I, the GAPSO-KNN feature selection 

method has better classification accuracy than the methods 

and without feature selection (using all 18 features).  

VIII. CONCLUSIONS 

 The experimental results show that the GAPSO-

KNN feature selection method used in this paper can have 

comparable or better result than other widely used feature 

selection methods when it is applied to mammogram mass 

classification. By using texture features from GLCM alone, 

a small number of significant features found by GAPSO-

KNN can have better performance in classification accuracy 

than the full set of features in mass classification. 
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