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Abstract— The health care industries collect huge amounts 

of data that contain some hidden information, which is useful for 

making effective decisions. For providing appropriate results and 

making effective decisions on data. Some advanced data mining 

techniques are used. In this study, a Heart Attack Possibility 

Prediction is developed using Naïve Bayes and Decision Tree 

algorithms for predicting the risk level of heart disease. The system 

uses 13 parameters such as age, sex, blood pressure, cholesterol and 

obesity for prediction. This system predicts the likelihood of 

patients getting heart disease. It enables significant knowledge. Eg: 

relationships between medical factors related to heart disease and 

patterns, to be established. We have employed the multilayer 

perception neural network with back propagation as the training 

algorithm. The obtained results have illustrated that the designed 

diagnostic system can effectively predict the risk level of heart 

diseases. 
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I.INTRODUCTION 

Heart disease describes a range of conditions that affect your heart. 

Today, cardiovascular diseases are the leading cause of death worldwide 

with 17.9 million deaths annually, as per the World Health Organization 

reports. Various unhealthy activities are the reason for the increase in the 

risk of heart disease like high cholesterol, obesity, increase in 

triglycerides levels, hypertension, etc. There are certain signs which the 

American Heart Association lists like the persons having sleep issues, a 

certain increase and decrease in heart rate (irregular heartbeat), swollen 

legs, and in some cases weight gain occurring quite fast; it can be 1-2 kg 

dailyz. All these symptoms resemble different diseases also like it occurs 

in the aging persons, so it becomes a difficult task to get a correct 

diagnosis, which results in fatality in near future. But as time is passing, 

a lot of research data and patient. But as time is passing, a lot of research 

data and patients records of hospitals are available. *ere are many open 

sources for accessing the patient’s records and researches can be 

conducted so that various computer technologies could be used for doing 

the correct diagnosis of the patients and detect this disease to stop it 

from becoming fatal.Nowadays it is well known that machine learning 

and artificial intelligence are playing a huge role in the medical industry. 

We can use different machine learning and deep learning models to 

diagnose the disease and classify or predict the results. [1] emphasized 

that people who are visually impaired have a hard time navigating their 

surroundings, recognizing objects, and avoiding hazards on their own 

since they do not know what is going on in their immediate 

surroundings. An automatic classifier for 

 
detecting congestive heart failure shows the patients at high risk and the 

patients at low risk by Melillo et al.they used machine learning algorithm 

as CART which stands for Classification and Regression in which 

sensitivity is achieved as 93.3 percent and specificity is achieved as 63.5 

percent. Diagnosis and prediction of Heart Disease and Blood Pressure 

along with other attributes using the aid neural networks was introduced 

by R. Subramanian et al.. A deep Neural Network was Built incorporating 

the given attributes related to the disease which were able to produce a 

output which was carried out by the output perceptron and almost 

included 120 hidden layers which is the basic and most variant technique 

of ensuring a accurate result of having heart disease if we use the model 

for Test Dataset. supervised network has been advised for diagnosis of 

heart diseases [16]. [3] discussed about an eye blinking sensor. Nowadays 

heart attack patients are increasing day by day."Though it is tough to save 

the heart attack patients, we can increase the statistics of saving the life of 

patients & the life of others whom they are responsible for. [5] discussed 

about a system, GSM based AMR has low infrastructure cost and it 

reduces man power. The system is fully automatic, hence the probability 

of error is reduced. The data is highly secured and it not only solve the 

problem of traditional meter reading system but also provides additional 

features such as power disconnection, reconnection and the concept of 

power management. 

 
OVERVIEW OF THE PROJECT 

It is implemented in Python and different classification algorithms are 

used. Below is a brief description of the general approach that I employed: 

 

MODULES:- 

 

• Data Cleaning and pre processing 

• Exploratory Data Analysis 
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II. DATA SOURCE 

 

An Organized Dataset of individuals had been selected Keeping in mind

their history of heart problems and in accordance with other medical

conditions . Heart disease are the diverse conditions by which

is affected. According to World Health Organization

greatest number of deaths in middle aged people

Cardiovascular diseases. We take a data source which is comprised of

medical history of 303 different patient of different age groups. This

dataset gives us the much-needed information i.e. the medical attributes

such as age, resting blood pressure, fasting sugar level etc. of the pa

that helps us in detecting the patient that is diagnosed with any heart

disease or not. This dataset contains 13 medical attributes of 303 patients

that helps us detecting if the patient is at risk of getting a heart disease or

not and it helps us classify patients that are at risk of having a heart

disease and that who are not at risk. This Heart Disease dataset is taken

from the UCI repository. According to this dataset, the pattern which

leads to the detection of patient prone to getting a 

extracted. These records are split into two parts: Training and Testing.

This dataset contains 303 rows and 13 columns, where

corresponds to a single record. All attributes are listed in
 

 

 

 
III. METHODOLOGY 

 

This paper shows the analysis of various machine

algorithms, the algorithms that are used in this paper are K nearest

neighbors (KNN), Logistic Regression and 

Classifiers which can be helpful for practitioners

analysts for accurately diagnose Heart Disease.This

includes examining the journals, published paper and the data of

cardiovascular disease of the recent times. Methodology gives a

framework for the proposed model.. The methodology is a process

which includes steps that transform given data into recognized data

patterns for the knowledge of the users. The proposed methodology

includes steps, where first step is referred as the collection of the

data than in second stage it extracts significant values than the 3rd

is the preprocessing stage where we explore

preprocessing deals with the missing values, cleaning of data and

normalization depending on algorithms used. After pre

of data, classifier is used to classify the pre-processed data the

classifier used in the proposed model are 

Regression, Random Forest Classifier. Finally, the proposed model

is undertaken, where we evaluated our model 

accuracy and performance using various performance metrics. Here

in this model, an effective Heart Disease Prediction
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Fig: Proposed Model

 

 

 

DATACLEANING AND PROCESSING: 

Here I checked and dealt with missing and duplicate variables from the

data set as these can grossly affect the performance of different machine

learning algorithms. 
 

 

 

EXPLORATORY DATA ANALYSIS: 

Here I wanted to gain important statistical insights

things that I checked for were the distributions of the different attributes,

correlations of the attributes with each other and the targe

calculated important odds and proportions for the categorical

 

Model 

Here I checked and dealt with missing and duplicate variables from the 

data set as these can grossly affect the performance of different machine 

insights from the data and the 

things that I checked for were the distributions of the different attributes, 

correlations of the attributes with each other and the target variable and I 

for the categorical attributes. 



  
 

 
 

 
FEATURE SELECTION: 
Since having irrelevant features in a data set can decrease the accuracy 

of the models applied, I used the Boruta Feature Selection technique to 

select the most important features which were later used to build 

different models. 

 

 

 

 

 

 

 

 

MODEL DEVELOPMENT AND COMPARISON: 
I used six classification models, i.e., Logistic Regression, K-Nearest 

Neighbors, Decision Trees and Support Vector Machine, After which I 

compared the performance of the models using their accuracy and F1 

scores. I then settled with the best performing model. 

 

. 

IMPLEMENTATION OF PROJECT: 

The proposed system taken input from the CSV file (Comma, Separated, 

Values). The CSV file contains medical data about patient’s information 

for predicting the customer’s information based on what we need. That 

dataset contains, 

 

 
 

 

 

 

 
 



  
 

 

IV. RESULT AND DISCUSSION 

From these results we can see that although most of the researchers are 

using different algorithms such as SVC, Decision tree for the detection of 

patients diagnosed with Heart disease, Support vector, Decision tree 

KNN, Naïve bayes, Random Forest Classifier and Logistic regression 

yield a better result to out rule them.The algorithms that we used are more 

accurate, saves a lot of money i.e. it is cost efficient and faster than the 

algorithms that the previous researchers used. Moreover, the maximum 

accuracy obtained by Random Forest is 80% which is greater accuracies 

obtained from other algorithms. So, we summarize that our accuracy is 

improved due to the increased medical attributes that we used from the 

dataset we took.Our project also tells us that Logistic Regression, KNN, 

Support vector, Naïve bayes Classifier, Decision tree and Random Forest 

Classifier in the prediction of the patient diagnosed with a heart Disease. 

This proves that Random Forest Classifier is better in diagnosis of a heart 

disease. The following ‘figure 1’, ‘figure 2’, ‘figure 3’, ‘figure 4’, ‘figure 

5’ , ‘figure 6’ shows a plot of the number of patients that are been 

segregated and predicted by the classifier depending upon the age group, 

Resting Blood Pressure, Sex, Chest Pain: 

 

V. CONCLUSION 

cardiovascular disease detection model has been developed using six ML 

classification modeling techniques. This project predicts people with 

cardiovascular disease by extracting the patient medical history leads to a 

fatal heart disease from a dataset that includes patients’ medical history 

such as chest pain, sugar level, blood pressure, etc. This Heart Disease 

detection system assists a patient based on his/her clinical information of 

them been diagnosed with a previous heart disease. The algorithms used 

in building the given model are Logistic Regression, KNN, Support 

vector, Naïve bayes Classifier, Decision tree and Random Forest 

Classifier. The accuracy of our model is 80%. Use of more training data 

ensures the higher chances of the model to accurately predict whether the 

given person has a heart disease or not. By using these, computer aided 

techniques we can predict the patient fast and better and the cost can be 

reduced very much. There are a number of medical databases that we can 

work on as these Machine learning techniques are better and they can 

predict better a human being which helps the patient as well as the 

doctors. Therefore, in conclusion this project helps predict the patients 

who are diagnosed with heart diseases by cleaning the dataset and 

applying Random Forest and SVC to get an accuracy of an average of 

80% on our model which is better than the models having an accuracy of 

75%. Also, it is concluded that accuracy of Random Forest is highest 

between six algorithms that we have used i.e. 80%. ‘Figure 6’ shows 61% 

of people that are listed in the dataset are suffering from Heart Disease. 
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