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Abstract: Due to spontaneous growth in internet 

usage , immense amount of  data is generated in social 

media. And these online data can used for various 

purposes, in this paper data generated as tweets are 

used for detecting depression of twitter account holders 

at an early stage.  Early detection of depression is very 

crucial while considering mental health issues. Machine 

learning and deep learning classifiers are more 

commonly used in the area of sentiment analysis. As 

sentiment analysis is the base for detecting depression 

from tweets, here we consider Random Forest classifier 

for the objective and evaluated performance with 

different word embedding models like CBOW ,Skip 

Gram and FastText .   
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I. INTRODUCTION  
 

As per WHO more than 264 millions of people were 
affected by Depression ,which is a  common disorder 
that will hurt a person critically and can cause to 
perform poorly at their profession and even in their 
family. And to some extent it can become a reason 
for suicide [1]. In most of the times, Depression is 
not detected at an early stage, but by analyzing tweets 
it become now possible to recognize the depressive 
nature of the text like sentiment analysis extract the 
sentiment polarity of text. By identifying depressive 
tweets, treatment can be started early and which may 
be significant for the patient. 

Sentiment analysis combines text mining, NLP and 
computational intelligence in order  to classify texts 
as per their emotion polarity. Different Machine 
learning techniques and deep learning models were 
used in this area and ensemble techniques also 
provides better results. In this paper an Ensemble 
classifier Random Forest resolves the classification 
problem, combines base classifiers and decision is 
based on majority voting or  on an 
average depending on the combination, which in turn 
results in better accuracy than base classification 
methods. In addition to the classifier ,preprocessing 
and word embedding  models also have vital role in 
the classification process and they all are also 
explored in this paper.  

Rest of the paper is arranged as section 2 covers 
Related works, Proposed Methodology in  Section 3, 
Experimental Results in Section 4 and paper is 
concluded in Section 5. 

II. RELATED WORKS 
 

[12]In the proposed work, detection of  depressive 
and non depressive tweets from Arabic tweet set is 
performed. Different machine learning models 
Random forest,Naive bayes,Adaboost and Liblinear 
were used for implementing the classification process 
and Liblinear provides higher accuracy. 
 
[13]Authors focused on analyzing the sentiments on 
tweets and thus by determining the depressive or non 
depressive tweets. Different machine learning 
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algorithms were used here for classification process
Tf- IDF,Bag of words and multinomial naive bayes  
and they reached at the conclusion that multinomial 
naive bayes algorithm shows better accuracy when 
compared with the rest. 
 
[14]As per authors, machine learning classifiers can 
be used for classifying tweets as depressed o
depressed. Processes that done on the dataset were 
preprocessing, feature extraction, taking account 
measures based on user activity in their twitter 
accounts and then applied classifiers for the final 
result. SVM and Naive bayes are used in this wor
and found that SVM gave better result. 
 
[15]In this paper authors proved through their 
experiment that traditional vectorisers affect the 
accuracy of classifiers in sentiment analysis, so they 
used word embedding model ,word2vec for 
generating high dimensional vectors. From the results 
it is found that accuracy of classification process 
improves when vectorizers are replaced with word 
embeddings. 
 
[16]In the proposed work, sentiment polarity 
classification on four data set is performed. Different 
vector representations, lexicon based,word 
embedding based and hybrid approaches were used. 
Based on experiments, it is concluded that hybrid 
approach results better accuracy. 
 
[17]Through this work, authors stated that word 
embeddings helps to classify different types of words 
in an efficient way than the old bag of words 
approach while implementing with supervised 
machine learning approaches. Analysed patterns of 
negativity in Australian parliamentary speeches. In 
the work accuracy of machine learning classifier 
employing word embedding is compared with that of 
bag of words vectorisation. It is stated that word 
embedding helps to identify semantics of the words 
even if they are not included in the training data set.
 
[19]In this work sentiment analysis on amazon d
set is performed to recognize the polarity of 
sentiment involved in the text. Here a hybrid 
approach for classification is employed by combining 
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measures based on user activity in their twitter 
accounts and then applied classifiers for the final 
result. SVM and Naive bayes are used in this work 

 

[15]In this paper authors proved through their 
experiment that traditional vectorisers affect the 
accuracy of classifiers in sentiment analysis, so they 
used word embedding model ,word2vec for 

sional vectors. From the results 
it is found that accuracy of classification process 
improves when vectorizers are replaced with word 

[16]In the proposed work, sentiment polarity 
classification on four data set is performed. Different 

epresentations, lexicon based,word 
embedding based and hybrid approaches were used. 
Based on experiments, it is concluded that hybrid 

[17]Through this work, authors stated that word 
types of words 

in an efficient way than the old bag of words 
approach while implementing with supervised 
machine learning approaches. Analysed patterns of 
negativity in Australian parliamentary speeches. In 
the work accuracy of machine learning classifier 
employing word embedding is compared with that of 
bag of words vectorisation. It is stated that word 
embedding helps to identify semantics of the words 
even if they are not included in the training data set. 

[19]In this work sentiment analysis on amazon data 
set is performed to recognize the polarity of 
sentiment involved in the text. Here a hybrid 
approach for classification is employed by combining 

SVM with Random Forest and through experiment , 
it is found that the combined classifier provides better 
results than pure SVM or RF. 
 
[20] Authors worked on tweets for sentiment analysis 
by employing different machine learning techniques 
using various embedding models like 
Word2Vec,Fasttext and Glove.GaussianNB,Linear 
SVC,NuSVC,Logistic Regression,SGD and Rand
forest were explored and reached at the conclusion 
that Fasttext embeddings performance out weigh 
other embedding models. 
 

III. PROPOSED METHODOLGY  
 

This section presents the methodology used in the 
proposed work. Process is completed as a sequence 
of steps. Fig. 1 depicts the system architecture.
 

 
 
FIG. 1. SYSTEM ARCHITECTURE 
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A. Data Collection 

 

Our work is on Tweets and here we collected tweets 
from an open Kaggle data set ,containing 3657 
depressed tweets and 3356 non depressed tweets its 
count is represented in Fig. 2. 

 

FIG. 2. NUMBER OF TWEETS UNDER EACH CLASS 

B. Data Preprocessing 

Quality of classification process depends on the 
quality of data [2]. Usually online data contains lots 
of noises and hence preprocessing is required to clean 
the data for better results [2]. Tasks that are done 
during preprocessing are Removed numbers, 
punctuations,stop words,html links, and  mentions 
like #,@,https:// etc. ,done tokenization and 
performed lemmatization and stemming. 

 

C. Word Embedding 

After the preprocessing task, data is to  be converted 
into numerical values as the classifiers could not able 
to process texts in its raw form. In earlier 
classification methods vectorisers like one hot 
encoding,count vectorizers etc. were used  but due to 
its large dimensional size and similarity issues word 
embeddings were brought into usage[3]. They are 
dense, distributed, fixed-length word vectors, built 

using word co-occurrence statistics as per the 
distributional hypothesis[4]. In this work three 
embedding methods were used for evaluating 
performance of Random Forest classifier with 
different embedding models. 

 

1. WORD2VEC 
Syntactic meaning of words are maintained 
in Word2Vec model and words are 
organized  by their syntactic similarity[5]. 
For prediction of supplementary words in a 
sentence, Word2Vec have two 
algorithms[6]: 

• CBOW(Continuous Bag of Words) 
– In this model context is given by 
multiple surrounding words and the 
center ,target word is predicted 
with the help of these surrounding 
words[7]. 

• SG(Skip Gram) – In this model, 
trying to predict the surrounding 
context words with the help of 
center word[18]  
 

2. FASTTEXT 
This model , for each n-grams generates 
vectors ie. for sub parts of words[8]. Its base  
is Skip Gram model, but provides more 
accuracy for classification process. 
 

D. Classification 

For classification process data set available will be 
split up into training and testing set[9]. A classifier 
model is developed with the help of training dataset 
and accuracy of the model is checked with testing 
dataset. 

Different classifiers were popularly used in the area 
of sentiment analysis including Machine learning 
models, ensemble models and Deep learning 
models. In this proposed work an ensemble model 
is used. Ensemble model helps to improve the 
performance of the classifier by merging up of  

different base classifiers. Random Forest is used in 
this work as classifier. 
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• Random Forest 
 
It is one of the most popular ensemble algorithm. 
Random  forest algorithm trains on multiple 
decision trees driven on slightly different subsets of 
data. In Random forest classification method, many 
classifiers are generated from smaller subsets of the 
input data and after that their individual results are 
aggregated based on a voting mechanism to 
generate the desired output of the input data set[10].  
 

E. Performance Evaluation 

 

After classification model is developed, their 
accuracy is to be measured. Metrics considered for 
performance evaluation are Accuracy, Precision, 
Recall and F1 score and these measures are based on 
true positivity and true negativity on result of 
classification process [11]. 
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IV. EXPERIMENTAL RESULTS 
 

In this work, Random Forest classification is 
employed for implementation. Before training the 
model ,pre processed data set need to be vectorised 
and for that three word embedding models are 
applied here-CBOW,Skip Gram and FastText. 
Vectors 
 
 
 
 obtained from these three embedding models were 
passed to the training phase and then the result 
accuracy of these three were compared and shown in 
Table 1. 
 
 

TABLE 1. PERFORMANCE EVALUATION METRICS FOR RANDOM FOREST CLASSIFIER 

Classifier Word Embedding 

Models 

Accuracy Precision Recall F1-Score 

Random Forest CBOW 87.17 84.21 92.56 88.18 

Skip Gram 93.65 93.21 94.62 93.91 

FastText 94.15 93.75 95.04 93.36 

 
 From the results obtained, it is observed that both 
Skip gram and Fasttext shows better accuracy, but 
Fasttext exhibit a slight greater accuracy . Fig. 3 
shows chart representation of accuracy. 
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FIGURE. 3. ACCURACY MEASURES OF RANDOM FOREST 
CLASSIFIER FOR DIFFERENT EMBEDDING MODELS 

 
 
 

V. CONCLUSIONS 
 
In this work , researchers tried to identify depressive 
tweets from set of tweets using an ensemble 
classification model Random Forest with three 
different word embedding models-CBOW,Skip gram 
and FastText. As word embedding models also have 
a significant role in the performance of the classifier 
we tried with different embedding models. From the 
result obtained, we arrived at the conclusion that 
optimal accuracy performance was with FastText 
word embedding model with Random Forest 
classifier. With this work we got the assurance that 
selection of word embedding model for a classifier is 
also vital in concern with its accuracy. In our future 
work we will try to find out an optimized machine 
learning model with suitable word embedding model 

by exploring various classifier models with different 
embedding models. 
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