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ABSTRACT

This Paper introduces a speech based emotion recognition system. Speech signals are classifies into
different emotional states like happy, anger, normal, fear, boredom, disgust. We have created emotional speech
signal database for emotion recognition system. For classification of different emotions Support Vector Machine
(SVM) is used and for feature extraction MFCC (Mel Frequency Cepstral Coefficients), PLP (Perceptual Linear
Prediction) and LPC (Linear Predictive Coding) are used.
Keywords: SVM, MFCC, PLP, LPC

I. INTRODUCTION

Speech is the act of expression or communication of thoughts and feelings by spoken words. speech it
not only contains the information but it also contains emotional contents. The work presented here is to make a
system which is able to detect human emotion through speech signals. In the past decades most of emotion
recognition researchers have focused on using facial expressions and some researchers focused based on speech
by extracting features. Here we focused on MFCC, PLP and LPC methods for extracting features and SVM for
classification of features for detecting specific emotion.

II. Methodology

The work presented here is to make a system which is able to detect human emotion through speech
signals. Many researchers they focused on emotion detection by extracting features only by using MFCC or
LPC or PLP. Here we have used combination of all for extracting features and SVC (Support Vector Machine)
for classification of features to determine particular emotion as shown in fig.1.

fig.1 Methodology for emotion detection from speech signal
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A. Feature Extraction:

The pre-processed Speech signal is used for feature extraction process. We have used three methods
for feature extraction.

1) MFCC (Mel-Frequency Cepstral Spectrum)
2) PLP (Perceptual Linear Prediction)
3) LPC (Linear  Predictive Coding)

A.1 MFCC (Mel-Frequency Cepstral Spectrum)

The Cepstral coefficient is a set of feature, and this method is considered as one of the robust method
for different pattern recognition task related speech. MFC Coefficients are a features widely used in speech and
speaker recognition [6]. Here we went through the following steps for extracting features as shown in fig.2.

Initially we frame the signal into short frames (Hamming window), then for each frame calculated the
periodogram to estimate of the power of the power spectrum. Then apply the mel filter bank to the power
spectra, sum the energy in each filter, take the logarithm of all filter bank energies. Then applied DCT of the log
filter bank energies, keep DCT coefficients 2-13 (MFC Coefficients) and discard the rest.

fig.2: Block diagram of MFCC

A.2 PLP (Perceptual Linear Prediction)

The Perceptual Linear Prediction model developed by Hermansky. PLP models the human speech 
based on the concept of psychophysics of hearing [2]. PLP discards irrelevant information of the speech and 
thus improves speech (emotion) recognition rate. PLP is identical to LPC except that is spectral characteristics 
have been transformed to match characteristics of human auditory system. The details of PLP feature extraction 
steps are as in fig.3. The quantized signal is applied for hamming window and power spectrum is calculated. A 
frequency warping into the Bark scale is applied.

The convolution is  applied between  the  auditory warped  spectrum and the  power  spectrum of  the
simulated critical band. The obtained smooth spectrum is down sampled at the intervals of nearly one bark.
Frequency warping, smoothing and sampling are integrated into a single filter bank called Bark filter bank. The
equalized values are transformed according to the power law of Stevens by raising each to the power of 0.33.

Predictor Coefficient of a signal that has warped spectrum as power spectrum is obtained by applying
linear prediction (LP) to the auditory warped line spectrum. The required cepstral coefficients from predictor
coefficients are extracted, by a recursion that is equivalent to the logarithm of the model spectrum and followed
by inverse Fourier transform.
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fig.3 Block diagram of PLP

A.3 LPC (Linear Predictive Coding)

A Speech analysis and synthesis with LPC exploit the predictable nature of speech signal. The linear
Prediction problem can stated as finding the coefficients  which results in the best  prediction of the speech
sample in terms of the past samples. LPC is mainly used for formant analysis and it is widely used in medium or
low bit rate coder, it calculates power spectrum of the signals. Linear prediction models the human vocal tract as
an Infinite Impulse Response (IIR) system that produces the speech signal.

For removing redundancy in signal we pass the speech signal in speech analysis filter. In this process
residual error is generated as an output. Now we can transfer this residual error and speech parameters instead of
transferring  entire  signal  to  generate  the  original  signal.  In  this  technique  formants  are  described  by LPC
Coefficients. The frequencies at which the resonant peaks occur are called the formant frequencies [2]. Thus,
with  this  method,  the  locations  of  the  formants  in  a  speech  signal  are  estimated  by  computing  the  linear
predictive coefficients over a sliding window and finding the peaks in the spectrum of the resulting LP filter. We
have excluded 0th coefficient and used next ten LPC Coefficients.

B. Classification

After  features  extraction,  specific  emotion  state  was  determined  by  using  classification.  For
classification we have used Support Vector Machine (SVM) classifier. SVM makes use of convex quadratic
optimization  that  is  advantageous  in  making  a  globally  optimal  solution.  SVM  has  demonstrated  good
performance on several classical problems of pattern recognition. For emotion recognition also we can use SVM
classifier for classifying different emotional states. There are two different families of solutions aiming to extend
SVM for multiclass  problems. The first  solution follows the strategy of  “one-versus-all”,  while  the second
solution follows the strategy of “one-versus-one”. We selected the second method by using LIBSVM because it
is more convenient in practice.
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III. Results:

Feature extraction with combination of MFCC, PLP, LPC gives features more accurate and precise for
classification. SVM is used for classification has provided good generalization and its performance. In our work
we achieve the following accuracy for different emotions as shown in the following table.1. Avg. Accuracy of
91.89% is  obtained from the experimental  results.  For  classifying  emotion states  can  be obtained  by using
support vector machine.

Table.1 Accuracy for different emotions.

Sl.No. Emotion Accuracy Accuracy
in Percentage in  Percentage

from [1]

1 Anger 96.71 93.38

2 Boredom 89.92 87.65

3 Disgust 91.36 83.91

4 Fear 92.43 ---

5 Happiness 91.71 61.66

6 Neutral 90.64 69.21

7 Sadness 91.00 91.83

Avg. Accuracy 91.89 81.23

IV. Conclusion:
In this paper, the focus is on emotion detection by using speech signals. Here features are extracted by

combining MFCC, PLP and LPC methods. Individually MFCC gives beneficial results but if we combine PLP
and LPC accuracy will be improved. We are using the SVM, to classify the user in different emotions. The
system can be used for different applications.
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