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Abstract: In this research paper we proposed a novel approach to design a face recognition system based on the findings in 

the psychophysics & neuroscience related to the human face. Gabor wavelet – as it is proved work more similar to human 

cortex system, is used to get the discriminative features from a face image. Another finding related to the human processing 

of the inputs through the linear discriminant analysis of face images. The novelty of the approach is in the use of different 

Gaussian widths along the x and y axis. Based on the fact that the variations in the human face in vertical direction has 

comparatively more variations and with more sharpness as compared to the variations along the horizontal direction. 

Followed by the linear discriminant analysis applied on the reduced feature dimensionality through the eignespace approach. 

Keywords: Gabor wavelet; linear discriminant analysis; feature descriptor; sharpness; dimensionality reduction 

 

I. INTRODUCTION 

A fundamental problem which spans over different 

disciplines is face recognition. Number of different 

disciplines such as Neuroscience, Psychophysics, computer 

vision, image processing, patter recognition etc. are involved 

in face recognition related research. Psychological studies 

have shown that the faces can be recognised from single view 

of face image. Some particular orientation of faces plays vital 

role in recognising faces. The familiar faces can be 

recognized from low resolution image compared to less 

familiar faces. According to psychological data, there is 

existence of single canonical view termed as ¾ view. Whereas 

according to physiological data, two canonical forms- frontal 

and profile exists. Before designing the computational model 

for building face recognition system, every researcher in this 

area must know about some findings in psychophysics and 

neuroscience which is directly related with face recognition. 

An experimental study on human being for recognising faces 

is carried out. This study revealed that, human can recognize 

familiar faces with low resolution also, the noise can be 

tolerated for the familiar faces. Pigmentation, shape of the 

face components and motion are important in face 

recognition. ‘Eyebrows’ are most important for face 

recognition. Psychophysics & neuroscience findings revealed 

that the Gabor wavelets work similar to the human cortex 

system. After capturing the image through the human sensory 

organ-eyes, it is processed by the human nervous system. The 

availability of different technological tools in the form of 

software and hardware make this task relatively easy [1], [2] 

[3]. 

In [4] the review of the early most popular techniques 

based on the Gabor wavelet including dynamic link 

architecture (DLA) and elastic bunch graph matching 

(EBGM) is given. In this a rectangular grid of fiducial points 

is formed and kept over the faces. At these fiducial point, 

number of Gabor wavelets with different orientation and scale 

are applied. They are referred as Gabor Jet. These Gabor Jet 

represents the features of the image and are used in retrieving 

the image from the database which is close to the query image. 

The equation for the 2D Gabor wavelet is also went through 

some modification. Here we are using the equation given by 

[5]. The equation along with additional algorithms is 

implemented and made available publicly through Matlab 

based PhD Toolbox [6], [7]. This Toolbox contains different 

demo applications including Gabor wavelet processing, 

principal component analysis (PCA), Kernel PCA, linear 

discriminant analysis (LDA), kernel LDA etc alongwith 

different utility functions useful in the performance analysis 

of the system.  

In [8] multiscale Gabor wavelets are used to process the 

input image. A Gabor wavelet with different scales and 
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orientations will cover entire frequencies present in the face 

image. Generally 5 scales with 8 orientations are used. In [9], 

local patterns of Gabor magnitude and phase are fused 

together using local Gabor XOR pattern (LGXP) and block 

based Fisher’s linear discriminant (BFLD). The BFLD is used 

to reduce the dimensionality of the features and to improve 

the discrimination power of these features. In [10] a similar 

approach is further extended - natural and Gabor faces are 

combined to form the face feature descriptor. A statistical 

model based on Gabor filter for locating the effective feature 

points on the face is suggested by [11]. A neural network 

using Back propagation algorithm is used in [12]. The neural 

network is trained with the features obtained by processing 

the face image with a set of Gabor wavelets using different 

scales and orientations. Here the features from the face are 

extracted using reduced Gabor filter bank. The radial basis 

function network used in [13], [14], [15] is good at 

approximation and works well for the small data problem. For 

the training data it will give good recognition set but for 

different data in the testing set the performance degrades due 

to the high dimensionality of the input image feature vector. 

[16]. 

In all the work mentioned above, the efforts are made to 

build a system which will work in the direction of recognising 

the human face that will further strengthen the finding in the 

Psychophysics & Neuroscience. The features extracted 

through the Gabor filter bank are increasing the 

dimensionality of the face image. To reduce the 

dimensionality PCA [17] and to further improving the 

discriminability LDA [18], [23] are commonly used. In [24] 

the Gabor features are further processed locally by taking the 

histograms of the intensity values for forming the feature 

vector. 

In the last three decades considerable progress is achieved 

in the field of face recognition system through various face 

recognition evaluation tests, grand challenges[1],  the 

availability of face images is made through the standard 

databases like AT&T [19], extended YaleB [20] etc. The 

different parameters used in any pattern recognition system 

and in particular in the biometric system is available in [21], 

[22]. 

The contribution made by the paper includes the use of 

Gabor filter bank with different Gaussian widths in the x and 

y direction, with increasing the sharpness particularly in the 

vertical direction. This will improve the extraction of 

discriminative features. 

The rest of the paper is organized as follows. In section II 

we describe Gabor wavelet along with its mathematical 

modelling. Section III describes the LDA. System 

architecture is explained in Section IV. Experiments 

performed & results along with discussion are given in 

Section V. Finally we conclude along with the future scope in 

section VI. 

II. GABOR WAVELET 

Gabor wavelet works similar to the human cortex system. 

As the human eyes capture the image and process it through 

the use of rods and cones, Gabor wavelet can determine the 

fine details in the images. They are able to extract the 

illumination invariant features from the image of a complex 

face structure.  The complex face image have different 

frequency components, distributed spatially, to process it 

Gabor wavelet with multiple filters (filter bank) are used. The 

Gabor filter gives optimal resolution in both frequency and 

spatial domain [4].  

To analyse an image with 2D Gabor functions, commonly 

the following steps are performed: 

1) Discrete Fourier transform of the image is taken to 

convert the image into frequency domain 

2) It is multiplied with  Gaussian window representing 

the narrow band of frequencies 

3) The inverse Fourier transform of the product is taken 

which represents the information content in the 

original image which falls in the frequency ranges 

limited by the Gaussian window. 

An image is converted into frequency domain. Then it is 

passed through a narrow band filter bank. The filter bank is 

such that all the possible frequencies in the image will be 

filtered out with the respective band filter in the filter bank. 

This is done through Gaussian envelopes centered at each 

band using the magnitude function. Each envelope is 

multiplied with the Fourier transform of the whole image. 

This process effectively eliminates the frequencies outside 

the selected frequency band, keeping the frequencies inside 

the selected band intact. After this an inverse Fourier 

transform of all images is taken one by one, the results are 

images which contain only frequencies in the selected band. 

These images, tells us which parts of the original image 

contain frequencies in this band. The part which does not 

contain the frequencies in the particular band will be dark. So, 

at the end we have stack of images.  
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When using Gaussian windows, the frequency plane is 

tessellated using biologically inspired polar co-ordinates. It 

has been observed that the 2D receptive field profiles of the 

simple cells in the mammalian visual cortex may be modelled 

by 2D Gabor functions defined at various orientations and 

various radian frequencies. Alternatively, we often use bands 

that are narrower for higher frequencies and broader for low 

frequencies because the information content for 

discrimination are associated with high frequencies rather 

than low frequencies.   
The 2D Gabor wavelet in spatial domain ( ψ(x,y) ) and 

frequency domain  Φ(u,υ)  is given by [5] 
 

ψ(x,y) =  
𝑓2

𝜋λς
 exp(-(a 2xr

2 + b 2yr
2)) .exp(j2πfxr)    (1) 

xr = x.cosϕ + y.sinϕ & yr = -x. sinϕ + y. cosϕ   

 Where the spatial Cartesian coordinates are represented by 
x and y. xr & yr is giving the polar form representation. The 
Gabor filter is a product of Gaussian function with the 
sinusoidal function. ‘f’ represents the central frequency of the 
sinusoidal function. 

a = 
√2 𝜋𝑓

σx
, b = 

√2 𝜋𝑓

σy
 represents the sharpness of the 

Gaussian function in the Gabor wavelet in x and y direction 
respectively. This sharpness value is directionally 
proportional to the central frequency in the overall Gabor 
filter and inversely proportional to the width of the Gaussian. 
Hence, if the width of the Gaussian is more, represents that 
sharpness is less, the slope of the curve is small. Whereas if 
the Gaussian width is small, the curve is steeper and hence the 
sharpness is more.  

λ =  
𝑓

a
  represents the ratio of central frequency and 

sharpness in the x-direction and ς = 
𝑓

b
 represents the ration of 

central frequency and sharpness in the y direction. 
In our work we replace ς with log (ς). By this the ratio 

between the center frequency and the sharpness in y direction 
will decrease indicating the increase in the sharpness in the 
filter along vertical direction. 

σx and σy are the widths of the Gaussian function 
representing standard deviation in x & y direction respectively. 

ϕ is the orientation of the major axis of elliptical Gaussian. 

Φ(u,υ) = 𝑒
−𝜋2( 

1

a2(𝑢𝑟 − 𝑓)2+
1

b2 υ𝑟
2 )

                            (2) 

Where u,v are the frequency axes in the frequency domain 
representation of the Gabor wavelets and ur and vr are the 
components in terms of the polar co-ordinates. 

In most of the literature, it is found that the symmetric 
nature of Gaussian filter is used, i.e., the width of Gaussian 
function in both the direction is taken same. If we look at the 
face image, there are more sharp variations in the vertical 
direction due to the shape of the face. The aspect ratio indicates 
the dimension is more vertically compared to horizontally. We 
are considering different widths along x and y direction. 

To filter the image with a Gabor wavelet for extracting the 
spatial features in particular frequency domain, input intensity 
image f(x,y) is convolved with the Gabor filter ψ(x,y), with 
different scale and orientation to produce number of output 
intensity images representing the sharp features in the narrow 
band specified by the Gabor filter, using 

g(x,y) = f(x,y) * ψ(x,y)                                       (3) 

The convolution operation is a complex one, which 
involves folding of one signal and then sliding down the other 
signal over it, in both the direction covering complete and 
partial overlap. Compared to this the frequency domain 
operation which involves the multiplication is simple, hence 
used practically.  The Fourier transform of the terms on the 
right side of equation (3) is taken separately, then multiplied. 
Finally, the inverse Fourier transform of the result is taken to 
get the Gabor filtered image. The output represents the spatial 
information restricted to the frequency band of the Gabor 
filter, each contributing different information. 

III.  LINEAR DISCRIMINANT ANALYSIS  

After processing the data with Gabor filter bank the 

dimensionality of the images is increased further by an 

amount multiples of the number of Gabor filters used in the 

bank with different scale and orientation. Even after down 

sapling it with a maximum allowable factor of 64, the 

dimensionality is still more. The main challenge in the feature 

extraction is to keep the dimensionality of these features as 

low as possible to reduce the computational and memory cost. 

Further while representing the data in the low dimensional 

space, the face images corresponding to same subject with 

slight variations in the poses should be near as compared to 

the face images of different subjects [23]. The principal 

component analysis (PCA) is commonly used in the literature 

for dimensionality reduction. It provides features that capture 

the main directions along which face images differ to 

represent the face images effectively, but fails to lower the 
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within-class scatter. As there is no separation in terms of the 

face images of the different subjects. Each face image is 

treated in the same way irrespective of the class to which it 

belongs. This drawback of PCA is overcome in [18][23] using 

fisherfaces, which applied the linear discriminant analysis 

(LDA) and use the class membership information. Further, as 

it works on the data projected into the eigen space, the 

dimensionality will be reduced.  The features so obtained 

maximizes the between class scatter and minimizes the within 

class scatter. 
The within class ‘Sw’ and between class ‘SB’ scatter 

matrices are given respectively by    

𝑆𝑤 = ∑ (xi − μ)(xi − u)𝑇N
i=1     (4) 

where xi represents images in a class and u represents the mean 
of that class. The scaltter matrix ‘Sw’ represents the mean 
scatter of the sample vectors of different classes around their 
mean vector. 

𝑆𝐵 = ∑ (m − μi)(m − ui)𝑇N
I=1    (5) 

 
where ‘μi‘ represents the mean of each class and m represents 

the mean of all classes. The scatter matrix ‘SB’ represents the 

scatter of the mean vector of different classes around the 

mean vector of all classes. 

IV. SYSTEM ARCHITECTURE 

Fig 1. System architecture 

 

The input face image is pre-processed and normalized to 

size of 128x128. It is then processed through a bank of Gabor 

filters. The filter bank with 8 rotation angles and 5 scales is 

used. The sharpness in the vertical direction of faces is kept 

more as compared to the horizontal direction, based on the 

observation that the variations in the vertical direction of the 

face are more closely spaced as compared to the horizontal.  

The obtained filtered images are then down sampled 

separately with a factor of 64. The filtered images are get 

reduced to a size of 16x16. Each image is then converted into 

a feature vector. All such feature vectors of a single face 

image are then concatenated to form a feature vector of 

16x16x40 dimension.  

As discussed earlier these Gabor filters are representing the 

spatial information in the form of regional intensities and are 

effective enough to discriminate between the faces of 

different subjects. But they are redundant and will cause more 

computational time and memory resources. Hence to reduce 

the dimension we are using LDA. Considering N number of 

classes, we will get a feature vector of length N-1 using LDA. 

To process the images, we are first finding their eigen features 

as given by [17] using the co variance matrices of the input 

face images in the database. The LDA is applied on this low 

dimensionality space will result into a feature vector of length 

N-1. The projection matrix of gallery images is formed in this 

way and stored as a model in the memory. 

 The prepared model based on Gallery images using LDA 

is to be tested with the probe image. The probe image is also 

go through the similar steps as the gallery images. After pre-

processing, the image is filtered with the Gabor filter bank, 

down sampled and projected on the LDA space to get a 

feature weight vector of size (N-1)x1. The feature vector 

obtained is checked for similarity with the feature vectors of 

gallery images using Mahalabonis similarity measure. Due to 

the application of different Gaussian width, the feature 

extracted becomes more discriminative. The recognition rate 

obtained are improved as compared with the symmetry in 

filters in both the direction. We also checked the same on the 

horizontal direction, but the recognition rate obtained is less. 

V. EXPERIMENTS &  RESULTS 

The experiments are performed using AT&T & Extended 
YaleB database. The AT&T database contains 40 subjects 
with 10 images per subject. The images are taken with a plain 
background. The images are with different pose and 
expressions. The image size is 112x92. From the available 
database, first 3 images are taken for training, next 3 for 
evaluation and final 4 images are taken for the testing purpose 
or as probe images. 

 

 
Fig 2. Some faces in AT&T database 

 
For performing experiments, the PhD Toolbox by [6], [7] 

is used. The application to create Gabor filter bank is modified 
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by replacingς, the ratio of center frequency to the sharpness 
along vertical direction by its natural logarithm ln (ς). This will 
result in increasing sharpness in the vertical direction, In other 
words, the filters are with narrower bands in the vertical 
direction compared to the horizontal direction and are able to 
filter the high frequency information. 

The experiments are performed. From the results obtained 
we determine the recognition rate by dividing the total 
recognized faces with total number of faces used as probe 
inputs. The product is multiplied with 100 to obtaine the 
percentage error rate. The Table I shows that the results 
obtained by our method is 1.66 % better than that of Gabor-
KFA and 2.50 % better than Gabor-KFA. 

TABLE I 
COMPARISON RESULTS ON AT&T DATABASE 

Sr. 

No. 

Method Recognition 

Rate (%) 

Verification 

Rate (%) 

1 Gabor-PCA 75.00 96.67 

2 Gabor-KPCA 74.17 93.33 

3 Gabor-LDA 90.83 97.50 

4 Gabor-KFA 91.67 95.00 

5 SharpGabor-LDA 93.33 96.67 

 

The Extended Yale B database is used in the experiments 

as it contains images with 64 different illumination variations 

of 38 subjects. It is a benchmark dataset used to test the 

robustness of a face recognition algorithm against 

illumination variations. Cropped version of the Extended 

Yale B dataset is used in the experiments. From the available 

images 10 images of each subject are selected randomly. Out 

of these first 3 are taken as training images, next three as 

evaluation set and final 4 are considered as test or probe 

images. For performing experiments, the PhD Toolbox is 

used as in the previous case of AT &T. 

 

 
Fig. 3 Some faces in extended Yale B database 

 

The results obtained are shown in Table II. The results 

outperforms the other methods which have used Gabor 

wavelets for extracting features with same Gaussian width in 

x and y direction. Compared with the Table I, it is found that 

the results obtained on extended Yale B by using all methods 

except Gabor-KPCA, are better than that obtained on AT & T 

database. AT&T database has expression variation and pose 

variations included in it. Whereas extended Yale B database 

has illumination variation in it. Compared to pose variations, 

illumination variations are treated better by Gabor wavelets. 

Fig 4 shows some of the faces in extended Yale B database.  

TABLE II 

COMPARISON RESULTS ON EXTENDED YALE B DATABASE 

Sr. 

No. 

Method Recognition 

Rate (%) 

Verification 

Rate (%) 

1 Gabor-PCA 75.83 100 

2 Gabor-KPCA 63.17 74.17 

3 Gabor-LDA 94.17 100 

4 Gabor-KFA 95.00 100 

5 SharpGabor-LDA 95.83 100 

 

The first column is showing the faces, the second column 

is showing one of the Gabor wavelet from the wavelet bank 

with 1st row showing real part, second row is showing 

magnitude and the last row showing angle of the Gabor 

wavelet. The last column is showing the Gabor filtered 

images. Each image is showing the part of the original image 

which has the frequency contents as per the Gabor wavelet. 

The brighter part shows these frequencies and darker part 

shows the area where such frequencies are absent. 
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Fig 4. Face Images, Gabor filter and filtered images 

VI. CONCLUSIONS 

In this paper, we proposed a face recognition system using 
Gabor wavelets for extracting discriminative features 
followed by LDA to further increase the discriminability 
between the features and reduce the dimensionality of 
features using PCA. The features extracted with Gabor filter 
bank with the use of different sharpness along the x-axis and 
y-axis. Along the x-axis we are taking normal sharpness 
whereas along the y-axis the natural logarithmic is taken. 

 From the experiments performed on the different 
database it can be concluded that –  

 The features extracted by Gabor wavelet works well even 
after down sampling with factor of 64. 

 Linear discriminant analysis further reduces the 
dimensionality of the feature vector based on projecting 
the input over eigen faces before extracting the LDA 
feature vector. 

In the future we would like to work to recursively 

accumulate the features in the multiple region through 

statistical averages to reduce the number of features so as to 

make the feature vector more compact with more 

discrimination power. This will reduce the online 

computational cost and speed up the real time processing of 

face images for recognition and verification purpose. 
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