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Abstract: In many real world applications, there is wide increment in data generation and storage. The classification 

algorithms are facing a problem in the categorization of highly imbalanced datasets. Classification methods dealt so far 

centred only on binary class imbalanced problem. All the classification algorithms are biased towards the majority class 

ignoring most of the significant samples present in the minority class. To resolve this issue, a method called Hybrid 

Sampling technique is proposed to deal with multi class imbalanced data. The proposed method is an efficient method 

because it acts by balancing the data distribution of all the classes and imbibes efficient sample selection strategy to 

undersample the majority class. Experiments are performed using various classifiers and the results of proposed system 

prove that the classification prediction rate improves when a balanced data having different category of class groupings are 

considered. 
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I. INTRODUCTION 

Most of the real world applications have to identify 

the occurrence of rare events from very large datasets. Data 

mining techniques analyse massive amount of data from 

various sources and resolve issues of various views by 

summing them up into useful information [1]. Decision 

making needs good outlined ways for exploration of data or 

cognition from various areas. Data mining is the prediction 

of efficacious information from massive datasets. 

Classification or categorization plays a pivotal role in the 

application space of data mining. Classification involves 

assigning a class label to a set of undefined examples.  

Classification becomes a serious issue with highly 

skewed dataset. The classification algorithms proposed so 

far dealt with imbalanced binary class problem. Evaluating 

and negotiating the problem of imbalanced data in multiple 

class domain has been proposed in this study. Class 

imbalance [2] problem is a predominant issue in the field of 

data mining and machine learning techniques. All the 

classification algorithms are biased towards the majority 

classes, ignoring most of the minority classes that occur very 

rarely but are found to be the most important. 

1.1 Class Imbalanced Data Problem 

Class imbalance problem is said to occur when the 

count on collection of samples in one class (superior class) is 

not less than half the count of the other class (inferior 

classes). A class that has largest count on the collection 

items is related as majority class (superior/negative class) 

and the one that has comparatively less count on the 

collection items is related as minority (inferior) class or a 

positive class. As the superior class has large number of 

training instances, the classifiers show desirable accuracy 

rates upon observing such class but the categorization rate 

drops down when an inferior class is observed. 

Classification algorithms [3] on imbalanced dataset show 

poor performances due to the following reasons: 

 The goal of any classification algorithm is to 

minimize the overall error rates. 

 They assume the class distribution of different class 

labels as equal. 

 Misclassification error rates of all the classes are 

considered to be equal [4].  

 Most of the data mining algorithms assume uniform 

distribution of records among all the classes. 
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They blindly assume that all the costs associated with 

every misclassification is same as the ones that are correctly 

classified. The situation is substantially different in 

numerous true applications. The vast majority of the ongoing 

applications contain dataset with skewed distribution [5]. A 

skewed dataset is the one which has bigger include of 

accumulation of collection items in one set than the other [6] 

[7].  

1.2 Effects of misclassification 

In medical diagnosis application [5], prediction of 

the occurrence of rare disease is more important than 

treating the normal diseases that occur very frequently [7]. 

For example, consider a disastrous malignant disease such a 

cancer. As this disease occurs very rarely, the number of 

patients who are tested positive for this disease belong to the 

minority class label and the ones tested negative are 

categorized under superior class label. As the classifier is 

biased towards the superior class (class consisting of the 

patients who are tested negative), any patient who is tested 

positive for the cancer disease will also get classified as a 

cancer free patient. In this case, missing a cancer patient 

causes more threat than the false positive errors because 

he/she may even lose her life if proper medication is not 

given on time. Class imbalance problem is also additionally 

seen in various domains, for example, misrepresentation 

recognition in keeping money operations, system 

interruption detection [8], overseeing chance and foreseeing 

malfunctioning of specialized type of proficient 

equipment’s. When much of the above mentioned situations 

are observed, the classifier shows poor classification rates on 

the minority class as the classifier is biased towards the 

superior class. 

1.3 Mitigation of misclassification rates 

Techniques that may be accustomed for solving the 

issue of imbalance class [1][6] may be categorized into the 

following types:  

i] Data Level Approach [7]: This approach tries to 

rebalance the class distribution by employing preprocessing 

technique. Preprocessing technique involves the application 

of methods such as oversampling and undersampling.  

ii] Algorithm Level Approach [8]: This approach 

modifies or adopts the existing algorithms over the 

imbalanced class distribution and achieves a balanced 

distribution of both the classes by biasing the classifier 

towards the minority class.  

iii] Cost Sensitive approach [9]: Cost sensitive approach 

takes misclassification error costs into consideration. It does 

this by associating higher error costs to each of the 

misclassified example.  

1.4 Sampling 

Sampling may be defined as the inference or 

judgment made on some part of the aggregate or totality that 

is considered. Sampling can be applied over a dataset either 

to create/add new samples or to remove few samples from 

the existing dataset. Sampling is a preprocessing technique. 

Data sampling may be achieved in two different ways [10]: 

Undersampling: Random removal of samples from the 

majority class is the technique employed by this method to 

achieve a balanced distribution [11]. Training examples 

from the majority class are eliminated randomly to get a 

balanced ratio between the classes that are considered. 

Oversampling: Random oversampling method acts by 

replicating the randomly chosen minority class samples to 

achieve a balanced distribution on both the classes [12].  

II. MATERIALS USED 

2.1 Methods Employed and Their Shortcomings 

2.1.1 Parallel Selective Sampling Method:  

Parallel selective sampling method [13] considered 

huge amount of imbalanced data and provided solutions for 

classifying them. Performances were assessed using Parallel 

Selective Sampling (PSS), a method that reduces the 

imbalance in large data sets by selecting the data from the 

superior class.  

Disadvantage: As PSS is an undersampling method, it 

removes or eliminates the instances from superior class. 

These randomly removed samples affect the class 

distribution because, the eliminated samples may be the 

significant samples that are considered to be important 

during classification. Eliminating such significant samples 

may degrade the classifiers performance.  

2.1.2 Neighborhood Based Rough Set Boundary 

Synthetic Minority Oversampling Technique:  

Hu, F., Li, H. [14] proposed an oversampling method, 

called Neighborhood Based Rough Set Boundary Synthetic 

Minority Oversampling Technique (NRS Boundary 

SMOTE), to achieve a balanced distribution. The minority 

class samples present in the boundary region are considered 

for oversampling.  

Disadvantage: Filtering the synthetic samples take more 

time and hence there is a difficulty in processing the large 
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datasets. Also, oversampling method consists of the 

instances or the datasets that do not represent the universal 

sample.  

2.1.3 Borderline SMOTE Technique:  

Borderline SMOTE [15]: is a oversampling 

technique (SMOTE) that addresses the issue relating 

imbalanced classification of data sets. They presented two 

new oversampling techniques based on SMOTE namely, 

borderline SMOTE1 and borderline SMOTE2. 

Disadvantage: Borderline SMOTE suffer from curse of 

dimensionality because they rely heavily on Euclidean 

distance. They focused only on two class imbalance 

problem. 

2.2 Existing System 

 Undersampling method incurs the problem of loss 

of valuable information.  

 Random oversampling method may not represent 

the underlying domain.  

 The traditional methods do not address the case 

where more than one minority classes are the class 

of interest.  

2.3 Problem Statement  

"To develop a methodology which balances the 

multi class imbalance data using hybrid sampling technique, 

that uses a combination of both oversampling and 

undersampling methods with efficient sample selection". 

 2.4 Scope of the Project  
  To increase the accuracy of the classifier by 

transforming a multi class imbalanced data to a 

balanced data.  

  To annihilate the issue of class imbalance problem 

by eliminating insignificant samples that exists in 

majority class instead of random undersampling.  

2.5 Proposed System 

The proposed method tries to employ an efficient 

sample selection strategy that involves selecting samples 

from the superior class that has significant importance 

instead of random undersampling. This helps in maintaining 

the class distribution of original training set, produces 

reliable results and thus enhances the classification accuracy 

of the classifier.  

III.  METHODOLOGY 

Measure the Class distribution of the given 

imbalanced data. Compute the mean of all the classes 

considered and select it as reference point to sample the data 

accordingly. In order to match the mean and obtain a 

balanced distribution, the minority class records are 

oversampled and superior class records are undersampled. 

 
Figure 3.1: Proposed system architecture 

Figure 3.1 summarizes the proposed technique for 

handling multi class imbalance problem 

Advantages: 

1. It is applicable to the cases where one or more than one 

minority class is of interest. 
2. Mean is used as a reference point to sample all the 

class records without any cross check for balancing and 

multiple iterations. It reduces the processing time as all the 

records are balanced in a single stage of processing  

3. There is increase in the accuracy of classification 

algorithm as the effect of demerits of oversampling and 

undersampling techniques are balanced.  

3.2 Modules 
The methodology involved in balancing the imbalanced 

class distribution can be divided into 3 phases. 

1. Class Imbalance measure 

2. Strata generation 

3. Hybrid Sampling 

3.2.1 Class Imbalance Measure: Given a dataset, measure 

the number of records distributed for each class as depicted 

in table 3.1.             

Table 3.1 Class distribution 

Class No.of Records 

Class #1 17 

http://www.ijartet.com/
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Class #2 37 

Class #3 666 

Mean 240 

 

Pseudo code for Class Imbalance Measure 

Input: Class Imbalanced Dataset 

Output: Class Distribution 

Scanner = File.Open(“Dataset File Path) 

Map<Integer,Integer> classCounter = 0 

WHILE(Scanner.hasNextDataPoint) 

START 

    dataPoint = Scanner.NextDataPoint() 

    ClassIndex = dataPoint.getClassIndex() 

    Count=classCounter.get(ClassIndex). 

getPreviousCount( ) 

    Count = Count + 1 

   classCounter.replace(ClassIndex, Count) 

END 

Mean = 0.0 

Sum = 0.0 

FOR each classIndex in classCounter 

Sum = Sum + classCounter.getCount(classIndex) 

END FOR 

Mean = Sum / No.ofClasses 

FOR each classIndex in classCounter 

    Print(classCounter.get(classIndex).getCount( )) 

END FOR 

 

3.2.2 Strata Generation: The subpopulation of individual 

class records (table 3.2) separated for sample selection may 

be referred to as strata. Number of strata is equivalent to 

number of class present in a data file. Each strata consists of 

list of records present in each of the class. 

Table 3.2 Strata generation 

Class No.of 

Records 

Strata # 

Class #1 17 1 

Class #2 37 2 

Class #3 666 3 

 

Pseudo code for Stratification of Dataset 

Input: Class Imbalanced Dataset 

Output: Stratified Data 

Scanner = File.Open(“Dataset File Path) 

Map<Integer,List<DataPoint>> classStratas 

WHILE(Scanner.hasNextDataPoint) 

START 

    dataPoint = Scanner.NextDataPoint() 

    ClassIndex = dataPoint.getClassIndex() 

    dataPointList = classStrata.get(ClassIndex) 

    dataPointList.add(dataPoint) 

END     

3.2.3 Hybrid Sampling 

a. Simple Random Sampling with Replace 

(Oversampling): The strata's having records less than the 

mean value of a given dataset are selected and are sampled 

randomly in this module. A record which is selected once is 

again eligible for the process of resampling. This condition 

is called “sampling with replacement”. 

b. Stratified Random Sampling without Replace 

(Undersampling): This module clusters the data points from 

the superior class strata and picks the records randomly from 

different clusters, proportional to the cluster size. 

E.g. For the above example in table 3.1, Mean value is 240 

and class #3 is the majority class containing 666 records. 

Assume that the data points of this class are represented in 3 

clusters of different sizes as given below.  

Cluster 1: 48 Data points 

Cluster 2: 280 Data points 

Cluster 3: 338 Data points 

The data points of the majority class is distributed in    1:5:7 

ratio in the clusters. 

Required data points are 240. 

Ratio Total = 1+5=7 = 13. 

Minimum Records to be fetched from a cluster = 240/13 = 

18 

Now fetch, 

18 records from Cluster 1 

90 records from Cluster 2 

Remaining 240 – (18+90) = 240 – 108 = 132 records from 

cluster 3 (Larger Cluster) 

 

Pseudo code for Hybrid Sampling Technique 

a. Oversampling 

Input: Class Stratified Data having data points count less 

than Mean, Mean Value 

Output: Oversampled Data 
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List<dataPoints> OverSampledList 

SampleCount = DataPointSize 

WHILE SampleCount < Mean 

START 

   dataPointID = RandomNumberGenerator(0 to  

DataPointSize) 

    dataPoint = DataPointsList.get(dataPointID) 

    OverSampledList.add(dataPoint) 

    SampleCount = SampleCount + 1 

END 

 

b. Undersampling 

Input: Class Stratified Data having data points count 

More than Mean, Mean Value 

Output: Undersampled Data 

List<dataPoints> UnderSampledList 

ClusterList=KMeansClustering(Original DataPoint List , 

4) 

Map<ClusterID, Count> clusterSize 

FOR each cluster in ClusterList 

START 

ClusterSize.put (ClusterID, cluster.count( ) ) 

END 

Ratio = CalculateRatio(ClusterList) 

MinimumDataPoints = Mean / Sum(Ratios) 

FOR each cluster in ClusterList 

START 

No.ofDataPointsToFetch = MinimumDataPoints * 

Ratio[x] 

UnderSampledList.add(Cluster[x].getRandomDataPoints 

(No.ofDataPointsToFetch) 

END 

Table 3.3 Application of Hybrid Sampling Technique  

Clas

s 

No.of 

Reco

rds 

No.of 

Records 

Inserted/Dele

ted 

Sampling 

Technique 

used 

# of 

Records 

after 

sampling  

Clas

s #1 

17 +223 Oversampli

ng 

240 

Clas

s #2 

37 +203 Oversampli

ng 

240 

Clas

s #3 

666 -426 Undersampl

ing 

240 

 

IV. RESULTS AND ANALYSIS 
 

For experimental set up, imbalanced thyroid dataset 

consisting of multiple class is extracted from UCI repository 

and is implemented using Net beans 8.0.2 IDE. Thyroid 

dataset consists of 720 instances, 21 attributes and 3 

different class labels. Classifier is trained with a balanced 

dataset and classification is performed using different 

classifiers such as KNN, Decision tree, Rule based classifier, 

Random Forest and Simple Logistic Regression.  

This section provides experimental and comparison 

results of various classifiers using different evaluation 

parameters such as precision, recall, FP rate and f measure 

with respect to balanced and imbalanced dataset in a multi 

class imbalanced domain. 

 
Sensitivity (true positive rate):   TP           (1) 

                       TP+FN 

Specificity(true negative rate):     TN                      (2) 

                                TN+FP 

False positive rate     :     FP          (3) 

                                   FP+TN 

 Precision                    :     TP          (4)  

                       TP+FP  

  F-Measure      : 2. Precision. Recall (5)                                                                           

                       Precision+ Recall 

The experimental results of imbalanced data 

classification (performed using various classifiers) produce 

very low classification rates resulting in degradation of 

performance of the classifier. Classification rates on the 

minority class instances are very low in imbalanced dataset. 

Hence the proposed method is used to balance the dataset 

thereby allowing the classifier to evaluate the model. 

Comparison results performed with regard to imbalanced 

data and balanced data show that there is increased level of 

performance of the classifier for a balanced dataset using the 

proposed system. Figure 4.1, 4.2 and 4.3 shows the 

comparison rates of precision, recall and f measure values 

for imbalanced and balanced dataset respectively. The graph 

is plotted between different classifiers in the X axis and their 

respective precision, recall and f measure rates in Y axis. 
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Figure 4.1: Precision rate for imbalance and balanced dataset 

 

Figure 4.2: Recall rate for imbalance and balanced dataset 

 
Figure 4.3: F measure rate for imbalance and balanced dataset 

Table 4.1 Classification rates of imbalanced and balanced 

dataset on various classifiers. 

Classi

fier 

Dataset TPR FPR Precis

ion 

Reca

ll 

F 

measur

e 

KNN Imbalan

ced 

0.37

3 

0.3 0.57 0.37

3 

0.39 

Balance

d 

0.87 0.06 0.89 0.87 0.87 

Decisi

on 

tree 

Imbalan

ced 

0.96

3 

0.01

03 

0.896 0.96

3 

0.926 

Balance

d 

0.99 0.00

6 

0.99 0.99 0.986 

Rule 

based 

classif

ier 

Imbalan

ced 

0.75 0.05

1 

0.67 0.75 0.71 

Balance

d 

0.94 0.02

5 

0.94 0.94 0.93 

Rando

m 

Forest 

Imbalan

ced 

0.94

6 

0.02

7 

0.92 0.94

6 

0.936 

Balance

d 

0.99 0.00

4 

0.99 0.99 0.986 

Simpl

e 

Logist

ic 

Regre

ssion 

Imbalan

ced 

0.64

3 

0.19 0.81 0.64

3 

0.69 

Balance

d 

0.99 0.00

4 

0.99 0.99 0.986 

Table 4.1 shows the effects of classification when 

classifying an imbalanced dataset and the effects of 

classification after balancing the imbalanced data using the 

proposed hybrid sampling technique.  

V. CONCLUSION 

The classification of imbalance data that exists in 

real world produces very low classification rates resulting in 

degradation of performance of the classifier. To overcome 

this problem, a data pre-processing technique called Hybrid 

Sampling technique is proposed to generate balanced data 

from multi class imbalanced data. The proposed method uses 

an efficient sample selection strategy to pick the samples 
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from the majority class in order to yield reliable results. All 

the class records are balanced in a single stage of processing 

resulting in reduced processing time. This method is used to 

balance the dataset thereby allowing the classifier to 

evaluate the model. The classifiers performance improves 

quite effectively after balancing the imbalanced data using 

the efficient hybrid sampling technique as shown in table 4.1 

proposed method is evaluated using various classifiers. The 

accuracy performance of simple logistic regression and 

random forest ensemble is 99.3% which outperforms all the 

other classifiers. The classification rate of decision tree is 

about 98.88% which is more than rule based classifier 

(94.3%) and KNN classifier (86.8%). 
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