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Abstract 

 

Moving object detection is low-level, 

main task for any graphic reconnaissance 

system. One of the aim of this project. To 

describe various approaches of moving 

object detection such as background 

subtraction, temporal difference. A 

statistical mean technique is used to 

overcome the problematic in preceding 

techniques. We propose a modified 

arithmetical mean technique with noise 

eliminating process that is 

computationally fast, by allowing the 

parallel processing. This paper also 

presents an effective traffic 

reconnaissance system for detecting and 

tracking moving vehicles in nighttime 

traffic scenes. The proposed method 

classifies vehicles by detecting and finding 

vehicle headlights and taillights using 

image segmentation and pattern analysis 

techniques. This proposed technique, 

overcome the problems of traditional 

methodology of moving object detection. 

 

I. INTRODUCTION  
Tracking is closely related to 

constructing correspondences between 
frames. Traditional tracking approaches 

 
 
 
 
 
focus on finding low-level correspondences 
based on image evidence. Online models for 
low-level correspondences are generally 
employed to adapt to the changing 
appearances of the target [1]–[3]. However, 
one notable shortcoming of these online 
models is that they are constructed and 
updated based on the previous appearance of 
the target without much semantic 
understanding. 

 

Therefore, they are limited in 

predicting unprecedented states of the target 
due to significant view changes and 

occlusion, and easily drift in the case when 
the appearance of the target changes too fast. 

Figure 1(a) shows an example where the 
visual appearance of the target changes 

dramatically in a very short time period, 
making low-level image correspondences 

unstable. Without other information, it is 

very likely to cause tracking failure, no 
matter what online model is used. However, 

if we can recognize this target as a car at a 
higher level, the tracking task becomes to 

find the same car in the subsequent images 
instead of finding the object with the same 

low-level appearance. Therefore, the 
discriminative information provided by the 

car category, i.e., the high-level 362 



 

 

 
correspondences, can be utilized to help 
successfully track the target. 

 

In other words, to make tracking 

consistently effective in various challenging 

scenarios, it is necessary to combine both 

low-level and high-level correspondences. 

Some offline-trained high-level detectors 

with semantic meanings have already been 

introduced into the tracking-by detection 

scheme for some specific tracking tasks, 

especially for human tracking [4]–[5] and 

vehicle tracking [7], which largely improves 

the tracking performance. However, these 

models assume the semantic meanings of 

targets are already known before tracking, 

and accordingly cannot be applied to many 

general applications. Consider a video 

surveillance scenario with a complex scene, 

the categories of the moving objects cannot 

be predicted. Nevertheless, every moving 

object should be correctly tracked for 

subsequent analysis, no matter whether it is 

a human, a car or even an animal. Christo 

Ananth et al. [6] proposed a system about 

Efficient Sensor Network for Vehicle 

Security. Today vehicle theft rate is very 

high, greater challenges are coming from 

thieves thus tracking/ alarming systems are 

being deployed with an increasingly 

popularity .As per as security is concerned 

today most of the vehicles are running on 

the LPG so it is necessary to monitor any 

leakage or level of LPG in order to provide 

safety to passenger. Also in this fast running 

world everybody is in hurry so it is required 

to provide fully automated maintenance 

system to make the journey of the passenger 

safe, comfortable and economical. To make 

the system more intelligent and advanced it 

is required to introduce some important 

developments that can help to promote not 

only the luxurious but also safety drive to 

the owner. The system “Efficient Sensor 

Network for Vehicle Security”, introduces a 

new trend in automobile industry. 

 

II.RELATED WORKS  
The surveillance system typically uses 

stationary sensors to monitor an environment of 
interest. The stationary sensor allows the use of 
the frame difference (FD) technique and the 
back ground modeling technique for detection 
ofmoving object, since interesting objects in a 
fixed scene are usually defined to be moving 
ones [1]-[10]. The FD is based on simply 
observing difference between two adjacent 
frames. By setting a threshold value, a pixel is 
identified as foreground if the statistic 
associated with the observation is higher than 

the threshold value. Otherwise the pixel is 
identified as background [1]-[14]. 

 

To achieve real-time detection with 
specified video format, several hardware-

oriented foreground detection algorithms are 
presented. Morimoto et al. proposed boundary-

scan-only foreground detection architecture and 

its FPGA-based prototype system for 80×60 
sized video sequences [15]. Since a huge 

amount of frames is available and no scene 
change is occurred between frames, the 

detection of foreground cannot be restricted to 
observe difference between two adjacent 

frames. Instead, the large amount of frames is 
used as the observation period for making 

foreground/background decision. Such 

approach is called background modeling 
approach [16]-[18]. The mixture of Gaussian 

(MoG) [19]-[20] and the non-parametric model 
[16]-[18] are two typically used models. To 

achieve real-time processing, some 
simplifications are presented for the most 

computationally intensive part, the background 
model constructing. Tsai et al. presented a VLSI 

architecture using multiple background 

maintenance technique . 

 

The constructing background model in 
the architecture is based on look-up-table 
manner. Jiang presented a simplified mixture of 
Gaussian (SMoG) algorithm and its architecture 



 

 

design. To overcome such dynamic 
background problem, the issue of tolerating 
background motions while detecting 
foreground motions is explored, and various 
sophisticated background modeling 
approaches are presented . However, such 
approaches substantially increase the 

hardware cost and are not easily realized for 
real-time application. 

 

III.PROPOSED SYSTEM 

 

Moving object detection is the basic step 

for further analysis of video. Every tracking 
method requires an object detection 

mechanism either in every frame or when 
the object first appears in the video. It 

handles segmentation of moving objects 
from stationary background objects .We use 

the temporal information computed from a 

sequence of frames to reduce the number of 
false detections .This temporal information 

is usually in the form of frame differencing, 
which highlights regions that changes 

dynamically in consecutive frames. Object 
detection can be achieved by building a 

representation of the scene called the 
background model and then finding 

deviations from the model for each 
incoming frame. 

 
Any significant change in an image 

region from the background model signifies 

 
a moving object. The pixels constituting the 
regions undergoing change are marked for 

further processing. Temporal differencing 
method uses the pixel-wise difference 
between two or three consecutive frames in 
video imagery to extract moving regions. It 
is a highly adaptive approach to dynamic 
scene changes .Let In(x) represent the gray-
level intensity value at pixel position x and 
at time instance n of video image sequence 
I, which is in the range [0, 255]. T is the 
threshold initially set to a pre-determined 
value. Two-frame temporal differencing 
scheme suggests that a pixel is moving if it 
satisfies the following: 
 
 
 
 

Proposed system model for vehicle detection and 
 

 Classification:  
 

Input  
AOI Multi level 

 

Image/Frame Thresholding  

 
 

 Vehicle 
Vehicle Detected  

 
Headlight  

 
Classification Vehicle  

 
Identification  

   
 

 
 
 
 
 

 

Fast bright-object segmentation process 
based on automatic multilevel histogram 
thresholding. Locating headlights and tail 
lights using the connected components 
analysis. Spatial clustering process for 
grouping these bright components to obtain 
groups of vehicle lights. Feature based 

vehicle tracking. Feature based vehicle 
identification and Classification. Lines of 
roads and divider are detected using Hough 
transform. Draw the line which passes 
through the middle of the image in 
horizontal direction.AOI is the region 



 

 

 
between the middle line and detected road 
boundaries. 

 
PROCEDURE FOR DETECTION OF 
ROAD LINE SEGMENTS: 

�
 STEP1:  

• Convert the Road Image in to two 
binary Images using Threshold 
method.  

 

• By doing repeated experiments, we 
set threshold as 50.  

 

• At this stage ,the road region is not 
exactly separated.  

 

• To exactly separate or locate the 
boundary of the Road region, we use 
Edge detection followed by Hough 
Transform.   

STEP2:  
• Find the Edge Image from the 

foreground Image(Road Image) 
using ‘canny’ Edge Detection 
method.  

 

STEP3: 
• Apply Hough Transform.  

 

• It detects the line in the binary Image 
for the particular Orientation Image.  

 

• The hough function implements the 
Standard Hough Transform (SHT). 
The SHT uses the parametric 
representation of a line:  

 

• rho = x*cos(theta) + y*sin(theta)  
 

• Where theta=particular  

Orientation(1,2,3,……..180).  
 

• At this stage, we get 180 Hough 
Transformed Images.  

 

• From these 180 Images, find the 
image which have most possible line 
segments.  

 

• To find the maximum length line 
segment, apply morphological 
operation.  

 

• Morphologically open binary 
image(bwareaopen) is used to 
remove small objects.  

 
• It removes the smallest line segments 

by keeping the boundry lines of the 
Road Image.  

 

• Choose each pixel in the 
morphological opened Road Image.  

 

• If the pixel(I)==0,no change will be 
made in the Original Color Road 
Image.   

• If    the    pixel(I)==1,Change    the  
 

Corresponding ‘R’ Component pixel 
value to 255 and G=0 and B=0 of 
that Particular Pixel.  

 

• To preliminarily screen out non 
vehicle illuminating objects, such as 
street lamps and traffic lights located 
at the top side of traffic scenes, and 
to effectively and rapidly locate the 
sufficiently reliable and clear 
features of moving vehicles, and 
efficiently save the redundant 
computational costs for the 
embedded system implementation, 
we apply a detection area for each 
traffic scene.  

 

• This detection area is the midline of 
the traffic-scene image and bounded 
by the most left and right lanes.  

 
 

 
 
 
 
 
 
 

Video Numb Video Vide Processi Fals 

Type er   of width o ng Time e 

 frame  Heig in   Sec Neg 

 s  ht per ativ 

    frame e 

     Rat 

     e 
      

Traffic. 120 160 120 0.2519 0.20 

avi     83 
      

Input2. 79 352 288 0.2401 0.00 

avi     01 
      



 

 

Illustration of detection area of traffic scenes  
 
Headlight Identification: 

 
 
 
 
 
 
 
 

 
Extracted bright components 

in the detection area 
 
 
 
 
 
 

The RGB Image is converted in to Ycb 
Cr image.Y is the luminance or gray scale 
image.The thresholding is applied on the Y 
components only to extract the bright 
objects.In our proposed work, multilevel 
thresholding is use to separate the light 
source of the vehicles from other bright 
objects. 

 
Computation of width and Height using 

connected component Analysis: 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Simulation Screenshot for traffic.avi 
video: 

 
 
 
 
 
 
 
 
 
 
 
 
 
Simulation Screenshot for 
trafficinput2.avi video 



 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Performance Analysis: 
 

Video Type  Existing 
    

Number of 120 

frames    
    

Video width  160 
    

Video Height  120 
   

Processing Time 0.3519 

in Sec per frame   
   

False   Negative 0.3761 

Rate    
    

Accuracy  62.39 
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